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Abstract. Let G be a simple algebraic group over an algebraically closed field and let
X be an irreducible subvariety of Gr with r > 2. In this paper, we consider the general
problem of determining if there exists a tuple (x1, . . . , xr) ∈ X such that 〈x1, . . . , xr〉 is
Zariski dense in G. We are primarily interested in the case where X = C1 × · · · × Cr and
each Ci is a conjugacy class of G comprising elements of prime order modulo the center of
G. In this setting, our main theorem gives a complete solution to the problem when G is a
symplectic or orthogonal group. By combining our results with earlier work on linear and
exceptional groups, this gives an almost complete solution for all simple algebraic groups.
We also present several applications. For example, we use our main theorem to show that
many faithful representations of symplectic and orthogonal groups are generically free. We
also establish new asymptotic results on the probabilistic generation of finite simple groups
by pairs of prime order elements, completing a line of research initiated by Liebeck and
Shalev over 25 years ago.
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1. Introduction

Let G be a simple algebraic group over an algebraically closed field k of characteristic
p > 0. Let r be a positive integer and let X be a (locally closed) irreducible subvariety of
Gr = G× · · · ×G (r factors). For x = (x1, . . . , xr) ∈ X, let G(x) denote the Zariski closure
of 〈x1, . . . , xr〉, so

∆ = {x ∈ X : G(x) = G} (1)

is the set of tuples in X that topologically generate G. Note that G is locally finite if k is
algebraic over a finite field, in which case ∆ is empty. Given this observation, we will be
interested in the case where k is not algebraic over a finite field.
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Let us observe that the existence of a tuple in ∆ does not depend on the isogeny type of
G. Indeed, the center of G is contained in the Frattini subgroup, so a subgroup H is dense in
G if and only if HZ/Z is dense in G/Z, where Z is any central subgroup of G. By a general
theorem of Tits [48], every semisimple algebraic group over k contains a Zariski-dense free
subgroup on two generators, which of course implies that G is topologically 2-generated.

In this paper, we are interested in determining if ∆ is nonempty for specific irreducible
subvarieties X. If p = 0 then a theorem of Guralnick [17] implies that ∆ is nonempty if and
only if it contains a nonempty open subvariety of X. In the general setting, we will work
with generic sets, which are subsets of X containing the complement of a countable union
of proper closed subvarieties. Note that the intersection of countably many generic subsets
is generic. If k is an uncountable algebraically closed field, then every generic subset of X
is dense (see [4, Lemma 2.4], for example), whereas a generic subset may be empty if k is
countable. In particular, if k is uncountable then ∆ is nonempty if it contains the intersection
of countably many generic subsets.

In [7, Theorem 2] we proved that ∆ is nonempty if and only if it is a dense subset of X. In
view of Theorem 2.1 below, this is also equivalent to the property that ∆ is generic.

Theorem 1. Let k be an algebraically closed field that is not algebraic over a finite field.
Then the following are equivalent:

(i) ∆ is nonempty.

(ii) ∆(k′) is nonempty for some extension k′/k.

(iii) ∆ is a dense subset of X.

(iv) ∆ is a generic subset of X.

In (ii), ∆(k′) is the set of elements in the variety X(k′) over k′ that topologically generate
G(k′) (note that there is no need to assume that k′ is algebraically closed; if k′′ is the algebraic
closure of k′, then ∆(k′) ⊆ ∆(k′′)). In light of Theorem 1, we are free to assume that k
is uncountable in the proof of our main results on the topological generation of classical
algebraic groups (see Theorem 4 below).

The general set up applies in many different situations. For example, if H is a finitely
generated group with a presentation F/R, where F is a free group of rank r and R is a set of
defining relations, then we can take X to be an irreducible component of

{(x1, . . . , xr) ∈ Gr : ϕ(x1, . . . , xr) = 1 for all ϕ ∈ R}.
of the representation variety of H.

Another example that arises in this paper is the following. Given a locally closed irreducible
subvariety Y ⊆ Gm and words w1, . . . , wr in a free group of rank m, we may view each wi as
a map from Gm to G and we can take

X = {(w1(y), . . . , wr(y)) ∈ Gr : y ∈ Y },
which is irreducible since it is the image of Y under a morphism. Further examples include
products of irreducible normal subsets of G, with X = C1×· · ·×Cr an important special case,
where each Ci is a conjugacy class of G. We can also take X to be an irreducible component
of the subset of C1 × · · · × Cr consisting of r-tuples satisfying some relations (for example,
the product of the elements in each tuple is 1).

The case where X = C1×· · ·×Cr is a product of conjugacy classes was studied by Gerhardt
[16] for G = SLn(k) (see Theorem 3). A detailed treatment of this problem for exceptional
algebraic groups was presented in [6, 7] (see below for further details), where several more
general results are established (including [7, Theorem 2], as mentioned above). Our main goal
in this paper is to extend the results in [7, 16] to all simple algebraic groups.

In [7], the primary tool for studying the topological generation of exceptional algebraic
groups by elements in specified conjugacy classes is encapsulated in [7, Theorem 5], which
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involves computing the dimensions of fixed point spaces of elements acting on coset varieties
of the form G/H, where H is a maximal closed subgroup of G. While similar computations
do arise in this paper, our approach is closer to the inductive method employed by Gerhardt
in [16]. As explained below, several significant complications arise for the groups considered
here.

Let G be a classical group with natural module V and set X = C1×· · ·×Cr, where each Ci
is a noncentral conjugacy class in G. By arguing inductively and applying Gerhardt’s result
for SLn(k), our aim is to identify certain generic subsets Y ⊆ X such that the subgroups
G(y) for y ∈ Y have restrictive properties. For example, G(y) may be forced to contain a
large subgroup of G (typically defined in terms of the rank of G), or G(y) may have to act
irreducibly or primitively on V . Then by considering the maximal subgroups of G, our goal
is to show that no proper subgroup of G can simultaneously satisfy all of these conditions. If
we can do this, then we deduce that the intersection of these generic sets is contained in ∆,
which in turn allows us to conclude that ∆ is nonempty (recall that we are free to assume k
is uncountable).

In this paper, we first consider topological generation in the general setting and we present
a new result (Theorem 2), which generalizes the observation that ∆ is either empty or
generic. We then turn our attention to the classical algebraic groups and we completely
determine when one can generate topologically with elements from prescribed conjugacy
classes, extending the earlier work in [7, 16] to all simple algebraic groups. We present
some corollaries (also see Section 8) and we then apply our results to obtain bounds on the
dimensions of (not necessarily irreducible) kG-modules with a nontrivial generic stabilizer
(Theorem 7). In addition, we establish new asymptotic results on the random generation of
finite simple groups of Lie type by a pair of elements of prime order, completing a line of
research initiated by Liebeck and Shalev in [32] (see Theorem 9).

Let G be a simple algebraic group over an algebraically closed field k of characteristic
p > 0. In order to state our first result, recall that a closed subgroup H of G is G-irreducible
if it is not contained in a proper parabolic subgroup of G. Also recall that the rank of a
closed subgroup H of G, denoted rkH, is the dimension of a maximal torus of the connected
component H0 (in particular, rkH = 0 if H is finite).

Note that we allow k to be algebraic over a finite field in the statement of Theorem 2. In
(ii), the subset Y ⊆ X is generic and thus Y (k) might be empty (but if k′ is an uncountable
algebraically closed field containing k, then Y (k′) will be dense in X(k′)). In addition, the
set Z is nonempty open and defined over k, so Z(k) will be dense in X(k) even when k is
algebraic over a finite field.

Theorem 2. Let G be a simple algebraic group over an algebraically closed field k, let r be a
positive integer and let X be a locally closed irreducible subvariety of Gr. Then one of the
following holds:

(i) For all x ∈ X, G(x) is contained in a proper parabolic subgroup of G.

(ii) There exists a unique (up to conjugacy) closed G-irreducible subgroup H 6 G, a
generic subset Y and a nonempty open subset Z with Y ⊆ Z ⊆ X such that

(a) rkG(x) 6 rkH for all x ∈ X;

(b) G(y) is conjugate to H for all y ∈ Y ; and

(c) G(z) is contained in a conjugate of H for all z ∈ Z.

It is worth noting that if (i) holds, then each G(x) is contained in a conjugate of a fixed
proper parabolic subgroup of G (see Remark 2.8).

Remark 1. Let us highlight the special case in Theorem 2 when the conclusion in part (ii)
holds with H = G, in which case G(x) = G for all x in a generic subset of X.
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(a) If k is not algebraic over a finite field, then ∆ is dense in X (and hence nonempty)
by Theorem 1.

(b) Now assume k is the algebraic closure of a finite field, so p > 0 and each G(x) is
finite, whence ∆(k) is empty. Let us assume G is simply connected and let k′ be any
algebraically closed field properly containing k. Note that ∆(k′) is dense in X(k′) by
Theorem 1. Fix a finite collection S of rational irreducible G-modules, each of which
is defined over k, and define

W = {x ∈ X : G(x) acts irreducibly on each module in S}.
Note that W is open in X and is defined over k. Clearly, W (k′) contains ∆(k′), so
W (k′) is a dense open subset of X(k′) and we deduce that W (k) is a dense open
subset of X(k). By choosing the modules in S appropriately, and by arguing as in
[7] (or [23]), one can show that if x ∈W (k), then G(x) contains a conjugate of G(q)
for some sufficiently large p-power q, where the finite group G(q) is possibly twisted.
We can exploit this observation to study the asymptotic generation properties of the
finite groups of Lie type. For example, see Theorem 9 below.

Let us now specialize to the case where G is a simple classical algebraic group with natural
module V and k is not algebraic over a finite field. Set

X = C1 × · · · × Cr = xG1 × · · · × xGr (2)

with each Ci = xGi a noncentral conjugacy class. Write n = dimV and let di be the dimension
of the largest eigenspace of xi on V . In this setting, there are two natural obstructions to the
existence of an element x ∈ X with G(x) = G:

(a) If
∑

i di > n(r− 1), then G(x) fixes a 1-space in V for all x ∈ X and thus ∆ is empty.

(b) We say that xi is quadratic if it has a quadratic minimal polynomial on V (and
non-quadratic otherwise). If r = 2 and x1, x2 are quadratic, then every composition
factor of G(x) on V is at most 2-dimensional (see Lemma 3.13) and thus ∆ is empty
if n > 3.

By the following theorem of Gerhardt [16, Theorem 1.1], these are the only obstructions
for linear groups G = SLn(k) with n > 3.

Theorem 3 (Gerhardt). Let G = SLn(k), where n > 3 and k is an algebraically closed field
that is not algebraic over a finite field. Define X = C1 × · · · × Cr as in (2), where each xi is
noncentral. Then ∆ is empty if and only if

(i)
∑

i di > n(r − 1); or

(ii) r = 2 and x1, x2 are quadratic.

This implies the same result for G = GLn(k) if one replaces ∆ by the set of x ∈ X such
that G(x) contains SLn(k). There is a similar result for G = SL2(k) which states that ∆
is empty if and only if r = 2 and x1, x2 are involutions modulo the center of G (see [16,
Theorem 4.5]).

We refer the reader to [7] for detailed results on the analogous problem for exceptional
algebraic groups G. For example, [7, Theorem 7] states that if X is defined as in (2) then ∆
is nonempty (and therefore dense) whenever r > 5 (or r > 4 if G = G2). As explained in [7],
it is easy to construct examples that demonstrate the sharpness of both bounds.

In order to complete our study of topological generation for simple algebraic groups, it
remains to extend the analysis to the orthogonal and symplectic groups, which is the main
goal of this paper. Recall that the center of G is contained in the Frattini subgroup of G, so
the isogeny type of G is not relevant. For convenience, we will work with the matrix groups
SOn(k) and Spn(k), where SOn(k) is an index-two subgroup of the isometry group On(k) and
k is an algebraically closed field of characteristic p > 0 that is not algebraic over a finite field.
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Our main result is Theorem 4 below. Here G = SOn(k) or Spn(k) and we will assume
n > N , where

N =


10 if G = SOn(k), n even

3 if G = SOn(k), n odd

4 if G = Spn(k).

(3)

In order to justify this assumption, first recall that SO4(k) is not simple and Sp2(k) = SL2(k).
In addition, the groups SO6(k) and SL4(k) are isogenous, so the result for SO6(k) can be read
off from Theorem 3 (see Theorem 4.5 for a version of Theorem 4 for G = SO6(k) in terms of
the 6-dimensional natural module). The case G = SO8(k) requires special attention because
there are three restricted irreducible 8-dimensional kG-modules and one needs to consider
the eigenspaces of each xi on all three modules (see Theorems 4.6 and 4.7). In addition, since
there are isogenies between the classical groups of type Bm and Cm in characteristic 2, we
may assume p 6= 2 when G = SOn(k) and n is odd.

In the statement of Theorem 4 we assume each xi in (2) has prime order modulo the
center Z(G) of G (if p = 0 we allow xi to be an arbitrary nontrivial unipotent element). Our
methods can be extended to handle more general conjugacy classes (as in Theorem 3 for
SLn(k)), but the analysis turns out to be considerably more complicated and many exceptions
arise. Furthermore, the case where the elements in Ci have prime order (modulo the center) is
sufficient for our applications. However, it is worth noting that with only minor modifications
to the proof, one could replace the prime order assumption by a more general hypothesis
where we assume each xi is either unipotent or semisimple and the following two conditions
are satisfied:

(a) If xi is semisimple and p 6= 2, then either xi is an involution, or −1 is not an eigenvalue
of xi on the natural module.

(b) If xi is unipotent and p = 2, then xi is an involution.

Remark 2. Notice that if p = 0 then nontrivial unipotent elements have infinite order. In
order to avoid the need to repeatedly highlight this special situation, we will simply view
all nontrivial unipotent elements in characteristic 0 as having prime order. Alternatively, we
could assume p > 0 throughout and then deduce the corresponding results in characteristic 0
by a standard compactness argument, but we prefer to adopt the former approach.

Remark 3. Suppose G = Spn(k) with n > 4 and p = 2. Let ei = dimV xi be the dimension of
the 1-eigenspace of xi on V . As noted above, if

∑
i ei > n(r−1) then each G(x) acts reducibly

on V and thus ∆ is empty. In fact, it turns out that ∆ is also empty if
∑

i ei = n(r − 1) (see
Lemma 3.38), which explains the additional condition in Theorem 4 in this special case.

We are now in a position to state our main result.

Theorem 4. Let G = SOn(k) or Spn(k), where n > N and k is an algebraically closed field
of characteristic p > 0 that is not algebraic over a finite field. Define X = C1 × · · · × Cr as
in (2), where each xi has prime order modulo Z(G). Assume the following conditions are
satisfied: ∑

i

di 6 n(r − 1), and also
∑
i

ei < n(r − 1) if G = Spn(k) and p = 2.

Then ∆ is empty if and only if one of the following holds:

(i) r = 2 and x1, x2 are quadratic on the natural kG-module.

(ii) r ∈ {2, 3, 4} and the xi are recorded in Table 1 or 2 (up to ordering of the xi).

Remark 4. Let us record some comments on the statement of Theorem 4.
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G Conditions x1 x2

SO2m(k) m > 5 odd
(I2, λIm−1, λ

−1Im−1)

(J2
3 , J

m−3
2 ), p 6= 2

(Jm−12 , J2
1 )∗

SO2m(k) m > 6 even

(I2, λIm−1, λ
−1Im−1)

(J2
3 , J

m−4
2 , J2

1 ), p 6= 2

(J3, J
m−2
2 , J1), p 6= 2

(Jm2 )∗

SO2m+1(k) m > 2 even (I1, λIm, λ
−1Im) (Jm2 , J1)

Sp4(k) p 6= 2 (−I2, I2) non-regular

Table 1. Some special cases with r = 2 in Theorem 4

G p r x1 x2 x3 x4
SO5(k) 6= 2 3 (J2

2 , J1) (J2
2 , J1) (J2

2 , J1)

Sp8(k) 6= 2 3 (−I2, I6) (−I2, I6) (−I4, I4)
Sp6(k) 6= 2 3 (−I2, I4) (−I2, I4) (−I2, I4)
Sp4(k) 6= 2 3 (−I2, I2) (−I2, I2) quadratic

4 (−I2, I2) (−I2, I2) (−I2, I2) (−I2, I2)
2 3 (J2

2 )∗ (J2
2 )∗ quadratic

4 (J2
2 )∗ (J2

2 )∗ (J2
2 )∗ (J2

2 )∗

Table 2. The special cases with r ∈ {3, 4} in Theorem 4

(a) Recall that ∆ is empty if
∑

i di > n(r − 1), or if r = 2 and x1, x2 are quadratic, so
the theorem shows that these are essentially the only obstructions to the existence of
a tuple x ∈ X with G(x) = G, apart from a handful of special cases with r 6 4 (see
Remark 3 for the additional condition

∑
i ei < n(r− 1) when G = Spn(k) and p = 2).

As previously noted, Theorem 1 states that ∆ is nonempty if and only if it is generic
and dense in X.

(b) The elements xi appearing in Tables 1 and 2 are presented up to conjugacy in G and
scalars in Z(G). For unipotent elements, we give the Jordan form of xi on the natural
module V for G, where Jm denotes a unipotent Jordan block of size m. Similarly, we
describe semisimple elements xi in terms of their eigenvalues on V , where Im is the
identity matrix of size m and λ is any nonzero scalar in k with λ2 6= 1.

(c) In the first two rows of Table 1, the asterisk in the final column indicates that if p = 2
then we take x2 to be an a-type involution with the given Jordan form. Here we are
using the standard Aschbacher-Seitz notation from [1] for unipotent involutions in
classical groups (see Remark 3.26). In this notation, the elements appearing in the
final two rows of Table 2 are involutions of type a2 (i.e. short root elements).

(d) In the final row of Table 1, we can choose x2 ∈ Sp4(k) to be any non-regular element
of prime order modulo Z(G) (note that this is equivalent to the condition d2 > 2).
Similarly, for the two cases in Table 2 with G = Sp4(k) and r = 3 we can take x3
to be any quadratic element, which means that x3 is either semisimple of the form
(−I2, I2) or (λI2, λ

−1I2), or unipotent with Jordan form (J2
2 ) or (J2, J

2
1 ).
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(e) As noted above, the corresponding result for SO6(k) can be read off from the result for
the isogenous group SL4(k) (see Theorems 3 and 4.5). The case G = SO8(k) requires
special attention and we refer the reader to Theorems 4.6 and 4.7.

It is worth noting that several new difficulties arise in the analysis of orthogonal and
symplectic groups, in comparison to the linear groups handled in [16]. For instance, we have
to consider subspace stabilizers of both totally singular and nondegenerate spaces. Similarly,
we need to distinguish the eigenspaces of a semisimple element, noting that a λ-eigenspace is
nondegenerate if λ = ±1, otherwise it is totally singular. The unipotent conjugacy classes are
also more complicated, especially in characteristic 2 when the class of a unipotent element is
not always uniquely determined by its Jordan form on the natural module V . Several key
features of the proof are also more difficult in this setting. For example, there are considerably
more special cases to consider and there are additional complications in applying the main
induction argument. Indeed, the main idea in the proof of Theorem 3 for SLn(k) involves
passing to the stabilizer of a 1-dimensional subspace of V (or a hyperplane). But in an
orthogonal or symplectic group, the largest irreducible composition factor of the stabilizer of
a totally singular 1-space has codimension 2 in V , rather than codimension 1.

Remark 5. Similar results (although not quite as precise) are obtained in [12] on the
generation of Lie algebras. For example, [12, Proposition 6.4] gives essentially the same
conditions for the Lie algebra sln(k) of type A as obtained in Theorem 3 when p 6= 2 and the
generating elements are all contained in the same SLn(k)-orbit (with the additional condition
that the elements are either nilpotent or semisimple). There are some advantages in working
with Lie algebras (for instance, one can multiply by scalars and take closures more easily),
but serious issues arise due to the existence of special isogenies when p = 2 or 3. Indeed, for
Lie algebras one cannot ignore the issue of isogenies.

Remark 6. Let us also highlight related results of Guralnick and Saxl [22, Theorems 8.1,
8.2], which give an upper bound on the number of conjugates of a given noncentral element
in a simple algebraic group required to generate a Zariski dense subgroup (in addition, they
establish similar results for the corresponding finite groups of Lie type). For example, if G is a
classical group with an n-dimensional natural module, then n conjugates of a given noncentral
element x ∈ G will topologically generate, unless (G, x) is one of a handful of known cases
(for instance, n+ 1 conjugates are needed if G = Spn(k), p = 2 and x is a transvection). The
bounds in [22] are best possible (for classical groups), but they are not sensitive to the choice
of element x and they do not extend to the more general situation we consider here, where
C1, . . . , Cr are arbitrary conjugacy classes of noncentral elements (containing elements of
prime order modulo Z(G)).

In Section 8 we will prove the following corollary. In the statement, we define

M =


10 if G = SOn(k), n even
7 if G = SOn(k), n odd
6 if G = Spn(k)
3 if G = SLn(k)

(4)

Corollary 5. Let G = SLn(k), SOn(k) or Spn(k), where n > M and k is an algebraically
closed field of characteristic p > 0 that is not algebraic over a finite field. Define X as in (2),
where each xi has prime order modulo Z(G), and assume there exists y ∈ X such that G(y)
acts irreducibly on the natural kG-module. Then ∆ is empty if and only if G = Spn(k), p = 2
and G(x)0 6 SOn(k) for generic x ∈ X.

In addition, by combining the above results with Theorem 4.6 on G = SO8(k), one can
obtain the following corollary (note that noncentral is the only condition on the xi).

Corollary 6. Let G be a simple algebraic group over an algebraically closed field of charac-
teristic p > 0 that is not algebraic over a finite field. Define X as in (2), where r > 5 and
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each xi is noncentral. If G is a classical group, then define di and ei as above. Then ∆ is
empty if and only if G is classical and either

(i)
∑

i di > n(r − 1); or

(ii) G = Spn(k), p = 2 and
∑

i ei = n(r − 1),

where n is the dimension of the natural kG-module.

The proof of this corollary relies on extending our basic set up to a slightly more general
situation. We will do this in a sequel and so we do not give a proof in this paper.

Let us now turn to some applications. Recall that if G is an algebraic group acting on a
variety V , then G has a generic stabilizer on V if there is a nonempty open subvariety V0 of
V and a closed subgroup H of G such that the G-stabilizer of each point v ∈ V0 is conjugate
to H. Richardson [39, Theorem A] proved that generic stabilizers exist in characteristic 0 if
V is a smooth affine irreducible variety. However, this result does not extend to semisimple
groups in positive characteristic (for example, see [19, Theorem 1(ii)]). It is true that generic
stabilizers always exist (in any characteristic) when G is simple and V is an irreducible
kG-module, even as group schemes [15, 19]. Moreover, in the latter situation, the generic
stabilizers have been determined in all cases [19] (and also for group schemes [15]); the generic
stabilizer is typically trivial whenever dimV > dimG. Indeed, by the results in [19] we deduce
that if G is simple, V is irreducible and dimV > dimG, then the generic stabilizer is always
a finite group scheme (but not necessarily smooth).

Let G be a simple algebraic group over an algebraically closed field k of characteristic
p > 0 and let V be a kG-module (possibly reducible). Set

V G = {v ∈ V : gv = v for all g ∈ G}.
By combining Theorem 4 with the main results in [7, 16], we can show that if dimV/V G is
sufficiently large, then the generic stabilizer is trivial. The analogous result for Lie algebras
was proved in [12]. Moreover, when combined with the results in [12] we can prove that
generic stabilizers are trivial as a group scheme under suitable hypotheses (see Corollary 8
below).

In the statement of the following result, we say that V is generically free if the generic
stabilizer for the action of G on V is trivial. Note that if G is an exceptional type group, then
d(G) = 3(dimG− rkG).

Theorem 7. Let G be a simple algebraic group over an algebraically closed field k of
characteristic p > 0. Let V be a finite dimensional faithful rational kG-module and define
d(G) as in Table 3. If dimV/V G > d(G), then V is generically free.

Remark 7. Note that if dimV < dimG, then the generic stabilizer is clearly positive
dimensional. Here we highlight some interesting examples with dimV > dimG.

(a) Let G = SL(W ) = SLn(k) and V = S2(W )⊕ S2(W ) with p 6= 2, so

dimV = n(n+ 1) > dimG.

Here the generic stabilizer is equal to the intersection of two generic conjugates of the
orthogonal subgroup SO(W ), which is an elementary abelian 2-group of rank n− 1
(see [10, Theorem 8]).

(b) If G = Sp(W ) = Spn(k) and we take V to be the direct sum of n − 1 copies of W ,
then dimV = n(n− 1) and the generic stabilizer is positive dimensional. Indeed, if
G fixes a generic point of V , then it acts trivially on a hyperplane of W and hence
fixes the 1-dimensional radical R of this hyperplane. The stabilizer of R is a maximal
parabolic subgroup P = QL, where the unipotent radical Q is the subgroup of P
which acts trivially on the hyperplane R⊥. So the generic stabilizer is Q, which has
dimension 2n− 1.
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G d(G) d′(G) Conditions

SLn(k) 6 9 n = 2
9
4n

2 9
4n

2 n > 3

Spn(k) 9
8n

2 + 2 3
2n

2 n = 4 or (n, p) = (6, 2)
9
8n

2 3
2n

2 n > 6 and (n, p) 6= (6, 2)

SOn(k) 9
8n

2 2(n− 1)2 n > 7

E8(k) 720 1200

E7(k) 378 630

E6(k) 216 360

F4(k) 144 240

G2(k) 36 48

Table 3. The values of d(G) and d′(G) in Theorem 7 and Corollary 8

(c) If G = SO(W ) = SOn(k), p 6= 2 and V = L(ω2) is the nontrivial composition factor
of S2(W ), then the generic stabilizer is a nontrivial elementary abelian 2-group.

By combining Theorem 7 with [12, Theorem A], we obtain the following corollary. Recall
that p is special for a simple algebraic group G if p = 3 and G = G2, or if p = 2 and G is of
type Bn, Cn or F4. Let g be the Lie algebra of G, with derived subalgebra [g, g].

Corollary 8. Let G be a simple algebraic group over an algebraically closed field k of
characteristic p > 0. Let V be a finite dimensional faithful rational kG-module and define
d′(G) as in Table 3. Let V ′ be the subspace of V annihilated by [g, g]. If dimV/V ′ > d′(G)
and p is not special for G, then there exists a nonempty open subset V0 of V such that the
stabilizer of each v ∈ V0 is trivial as a group scheme.

Note that the condition on p in Corollary 8 is necessary. Indeed, if p is special then we
refer the reader to [14] for examples where dimV is arbitrarily large, V ′ = 0 and the generic
stabilizer is nontrivial. The proof of Theorem 7 is presented in Section 6, together with a
short argument for Corollary 8.

Finally, let us present a completely different application of our results to a problem on
the random generation of finite simple groups, which was originally studied by Liebeck and
Shalev (see [32]). Let L be a finite group, let r, s be prime divisors of |L| and let Im(L) be
the set of elements in L of order m. Then

Pr,s(L) =
|{(x, y) ∈ Ir(L)× Is(L) : L = 〈x, y〉}|

|Ir(L)||Is(L)|
(5)

is the probability that L is generated by a random pair of elements (x, y) ∈ L× L, where x
has order r and y has order s. We say that L is (r, s)-generated if Pr,s(L) > 0.

Recall that every finite simple group is 2-generated. With this result in hand, it is natural
to ask how the generating pairs for a simple group are distributed across the group; the
related problem of determining the existence (and abundance) of generating pairs of elements
of prime order has been studied for more than a century. In this direction there has been a
particular interest in understanding the simple groups that are (2, 3)-generated, noting that
they coincide with the finite simple quotients of the modular group PSL2(Z) = Z2 ∗ Z3. As
far back as 1901, Miller [37] proved that every alternating group of degree n > 9 is (2, 3)-
generated. The main theorem of [32] states that if G 6= PSp4(q) is a finite simple classical or
alternating group, then P2,3(G)→ 1 as |G| → ∞, and this result was recently extended to
the exceptional groups of Lie type in [20, Theorem 8] (excluding the Suzuki groups, which do
not contain elements of order 3). It is interesting to note that the 4-dimensional symplectic
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groups are genuine exceptions (see [32]):

lim
f→∞

P2,3(PSp4(p
f )) =

{
0 if p = 2, 3
1/2 if p > 5

Indeed, none of the groups PSp4(p
f ) with p ∈ {2, 3} are (2, 3)-generated [32, Theorem 1.6].

For fixed primes r, s (with s > 2), the main theorem of [33] states that Pr,s(G) → 1 for
all finite simple classical groups G of sufficiently large rank (where the bound on the rank
depends on r and s) and for all alternating groups of sufficiently large degree. Gerhardt [16,
Theorem 1.4] has recently proved that if (Gi) is a sequence of linear or unitary groups of fixed
rank, where |Gi| → ∞ and each |Gi| divisible by r and s, then Pr,s(Gi)→ 1. An analogous
result for exceptional groups of Lie type was established in [7, Theorem 12]. As an application
of Theorem 4, we can extend the above results to all finite simple groups (using the earlier
work in [32, 33] to reduce the problem to Lie type groups of bounded rank).

Theorem 9. Fix primes r, s with s > 2 and let Sr,s be the set of finite simple groups whose
order is divisible by both r and s. Let (Gi) be a sequence of simple groups in Sr,s with |Gi| → ∞.
Then either Pr,s(Gi) → 1, or (r, s) ∈ {(2, 3), (3, 3)} and there is an infinite subsequence of
groups of the form PSp4(q).

Remark 8. As noted above, the anomaly of the groups PSp4(q) when (r, s) = (2, 3) was
originally observed by Liebeck and Shalev [32]. In Theorem 9 we see that the case (r, s) = (3, 3)
is also noteworthy. Indeed, if we write q = pf with p a prime, then we will show that

lim
f→∞

P3,3(PSp4(p
f )) =

 0 if p = 3
1/2 if p = 2
3/4 if p > 5

See Theorem 7.3 for a proof (we also include a new proof of the result from [32] when
(r, s) = (2, 3)).

As an application of Theorem 9, we prove Corollary 11 below on the generation of simple
groups by two Sylow subgroups (see the end of Section 7 for the proof). Our main motivation
stems from the following conjecture.

Conjecture 10. Let G be a finite simple group and let r and s be primes dividing |G|. Then
there exists a Sylow r-subgroup P and a Sylow s-subgroup Q of G such that G = 〈P,Q〉.

By the main theorem of [18], this conjecture holds if r = s = 2, and more generally if
r = 2 by [9]. It has also been verified for all sporadic and alternating groups by Breuer
and Guralnick. In addition, [3, Theorem 1.8] shows that if G is simple and r is any prime
divisor of |G|, then there exists a prime divisor s of |G| such that G = 〈P,Q〉 for some Sylow
r-subgroup P and Sylow s-subgroup Q of G. Here we establish the following asymptotic
version, which verifies Conjecture 10 for all sufficiently large finite simple groups.

Corollary 11. Let r and s be primes. Then for all sufficiently large finite simple groups G
with |G| divisible by r and s, there exists a Sylow r-subgroup P and a Sylow s-subgroup Q of
G such that G = 〈P,Q〉.

We refer the reader to Remark 7.4 for some additional comments on the probability that a
simple group is generated by two randomly chosen Sylow subgroups corresponding to fixed
primes r and s.

We close the introduction with some brief comments on the organization of the paper.
In Section 2, we study the general set up and we prove Theorem 2. Here we also present
several additional results that will play a key role in the proof of Theorem 4 (for example, see
Lemmas 2.2 and 2.5). Section 3 covers a wide range of preliminary results that we will need
in the proof of Theorem 4, most of which are set up specifically for the case we are interested
in, where G is a classical group and X is a product of conjugacy classes. In particular, this
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section includes various results that allow us to deduce that the groups G(x) satisfy a certain
property on a generic subset of X just from the existence of such a group for a specific
tuple x ∈ X. The proof of Theorem 4 is presented in Sections 4 (orthogonal groups) and 5
(symplectic groups), with the analysis partitioned in to various subcases. The main arguments
are inductive on the rank of G, with Gerhardt’s theorem for SLn(k) in [16] playing a key role.
Finally, our main applications are discussed in Sections 6 (generic stabilizers) and 7 (random
generation), including the proofs of Theorems 7 and 9. We close by presenting a proof of
Corollary 5 in Section 8.

2. Proof of Theorem 2

In this section we prove Theorem 2. Unless stated otherwise, G is a simply connected
simple algebraic group over an algebraically closed field k of characteristic p > 0. Let r > 2
be an integer and let X be a locally closed irreducible subvariety of Gr = G× · · · ×G (with
r factors). Recall that if x = (x1, . . . , xr) ∈ X, then G(x) denotes the Zariski closure of
〈x1, . . . , xr〉 and we define

∆ = {x ∈ X : G(x) = G}
as in (1). For a closed subgroup H of G, we set

XH = {x ∈ X : G(x) 6 Hg for some g ∈ G}, (6)

which coincides with the set of elements x ∈ X such that G(x) has a fixed point on the coset
variety G/H. Note that if k′ is a field extension of k, then we can consider G(k′), X(k′),
∆(k′), etc., which are defined in the obvious way.

Recall that a subset of X is generic if it contains the complement of a countable union
of proper closed subvarieties of X. We say that G(x) is generically P for some property P
if G(x) has the relevant property for all x in a nonempty generic subset of X. Although a
generic subset of X may have no points over k, [4, Lemma 2.4] implies that every generic
subset is dense if k is an uncountable algebraically closed field.

We begin by recording some consequences of [7, Theorem 2]. The following result was
stated as Theorem 1 in Section 1.

Theorem 2.1. Let k be an algebraically closed field that is not algebraic over a finite field.
Then the following are equivalent:

(i) ∆(k′) is a nonempty subset of X(k′) for some field extension k′/k.

(ii) ∆ is a dense subset of X.

(iii) ∆ is a generic subset of X.

Proof. The equivalence of (i) and (ii) is [7, Theorem 2]. Suppose ∆ is a generic subset of
X and let k′ be an uncountable field extension of k. Then ∆(k′) is dense in X(k′) and thus
(i) holds. Therefore, to complete the proof of the theorem it suffices to show that if ∆ is
nonempty then it is generic.

LetM be a set of representatives of the conjugacy classes of maximal positive dimensional
closed subgroups of G, which is finite by [30, Corollary 3]. For m ∈ N and H ∈M, set

Xm = {x ∈ X : |G(x)| 6 m}

and define XH as in (6). Note that ∆ is the complement in X of the countable union⋃
m∈N

Xm ∪
⋃

H∈M
XH .

Here each Xm is a closed subvariety of X and Lemma 2.5 below implies that the same
conclusion holds for XH when H is a parabolic subgroup. So it remains to show that if ∆ is
nonempty and H ∈M is nonparabolic, then XH is not dense in X.
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Let H ∈ M be a nonparabolic subgroup and let V be an irreducible finite dimensional
rational kG-module on which H acts reducibly (as noted in the proof of [7, Lemma 2.5], there
exists a finite collection of such modules with the property that each H ∈M acts reducibly
on at least one of them). Then G(x) is reducible on V for all x in the closure of XH , so XH

is not dense if ∆ is nonempty. The result follows. �

Lemma 2.2. Let X̄ be the Zariski closure of X in Gr and assume G(x) = G for some x ∈ X̄.
Then ∆ is a dense and generic subset of X.

Proof. First recall that X is a locally closed subset of Gr, which means that X is open in X̄.
Let us also note that X̄ is irreducible. Set ∆′ = {x ∈ X̄ : G(x) = G}, which we are assuming
is nonempty (so in particular, k is not algebraic over a finite field). By [7, Theorem 2], it
follows that ∆′ is a dense subset of X̄, whence ∆ = ∆′ ∩X is nonempty and we conclude by
applying Theorem 2.1. �

Next we consider the action of G on a complete variety. If G acts on a variety Y , then
we write Y g to denote the subvariety of fixed points of g ∈ G. Similarly, if H is a closed
subgroup of G then we define

Y H = {y ∈ Y : hy = y for all h ∈ H} =
⋂
h∈H

Y h.

Lemma 2.3. Suppose G acts on a complete variety Y and S is a subset of G.

(i) We have dimY g > min{dimY s : s ∈ S} for all g ∈ S̄.

(ii) If every g ∈ S has a fixed point on Y , then the same is true for all g ∈ S̄.

Proof. Let d > 0 be an integer and set G(d) = {g ∈ G : dimY g > d}. Consider the closed
subvariety W := {(g, y) ∈ G × Y : gy = y}. The projection map π : G × Y → G is closed
since Y is complete, so π(W ) is a closed subset of G and it follows that G(d) is also closed.

Set d = min{dimY s : s ∈ S}. Then S ⊆ G(d) and thus S̄ ⊆ G(d), proving (i). Similarly,
if S is contained in π(W ), then so is S̄ and we deduce that (ii) holds. �

Remark 2.4. With a minor modification, we can extend Lemma 2.3 to the case where Y
is a kG-module. To do this, we consider the induced action of G on the projective space
Y0 = P1(Y ), which is a complete variety. For g ∈ G, let α(g) be the dimension of the largest
eigenspace of g on Y . Then dimY g

0 = α(g)− 1 and by applying Lemma 2.3(i) we deduce that
if S is a subset of G, then α(g) > min{α(s) : s ∈ S} for all g ∈ S̄.

Recall that if P is a parabolic subgroup of G, then the homogeneous space Y = G/P is a
projective (and hence complete) variety.

Lemma 2.5. If P is a proper parabolic subgroup of G, then XP is a closed subvariety of X.

Proof. Let Y = G/P and set

W = {(x, y) ∈ X × Y : G(x)y = y}.
Let π be the projection map from W into X. Since Y is complete, it follows that π(W ) = XP

is closed as required. �

Remark 2.6. Let G be a classical algebraic group of the form Sp(V ) or SO(V ) and assume k
is uncountable. Suppose G(x) generically preserves a totally singular m-dimensional subspace
of V . By the previous lemma, the set of elements x ∈ X such that G(x) preserves a totally
singular m-space is closed. Since every generic subset of X meets every nonempty open
subset, it follows that G(x) must preserve a totally singular m-space for all x ∈ X. This basic
observation will be applied repeatedly in the proof of Theorem 4.

Recall that a closed subgroup H 6 G is G-irreducible if it is not contained in a proper
parabolic subgroup of G. We can now prove most of Theorem 2.
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Theorem 2.7. Let k be an algebraically closed field. Then exactly one of the following holds:

(i) ∆(k′) is nonempty for some algebraically closed field extension k′/k.

(ii) For all x ∈ X, G(x) is contained in a proper parabolic subgroup of G.

(iii) There exists a unique (up to conjugacy) proper closed G-irreducible subgroup H of G
such that

(a) XH contains a nonempty open subset of X; and

(b) {x ∈ X : G(x) = Hg for some g ∈ G} is a generic subset of X.

Proof. If ∆ is nonempty, then it is generic and so at most one of the three conclusions can
hold. Therefore, we may assume that neither (i) nor (ii) holds. So ∆(k′) is empty for every
algebraically closed field extension k′/k, and G(x) is G-irreducible for some x ∈ X.

Let Xpar be the set of tuples x ∈ X such that G(x) is contained in a proper parabolic
subgroup of G. Since G has only finitely many conjugacy classes of parabolic subgroups,
Lemma 2.5 implies that Xpar is a proper closed subvariety of X.

Let H be any closed subgroup of G. Let Ω = Gr and note that ΩH is the image of the
morphism G×Hr → Ω given by (g, h1, . . . , hr) 7→ (hg1, . . . , h

g
r). In particular, ΩH is open in

its closure and so XH is open in X (but may be empty).

By [36, Lemma 4.1], there are only countably many conjugacy classes of G-irreducible
subgroups of G and each one is defined over some finite extension of the prime subfield k0 of k
(in particular, these subgroups are defined over the algebraic closure of k0). Let {Hi : i ∈ N}
be representatives of the conjugacy classes of the proper G-irreducible subgroups of G and
set Xi = XHi . Since (i) and (ii) do not hold, it follows that

⋃
iXi contains the nonempty

open subvariety X \Xpar.

First assume k is uncountable. For a closed subgroup H of G, let X̄H denote the closure
of XH in X. Then X̄H = X for some proper G-irreducible subgroup H (recall that X is
irreducible, so it is not a countable union of proper closed subvarieties), which implies that
X̄H = X over any algebraically closed field. Therefore, XH is open and dense in X̄H = X
and by the minimum condition on subvarieties, we can choose H minimal subject to this
condition.

For any proper G-irreducible subgroup J , let

YJ = {x ∈ X : G(x) = Jg for some g ∈ G}. (7)

Note that X is the union of Xpar, the complement of XH and the subsets YJ , where J runs
over a set of conjugacy class representatives of the G-irreducible subgroups of H, so the
irreducibility of X implies that X = ȲJ for some J . If J < H then the inclusion YJ ⊆ XJ

implies that XJ is dense in X, but this contradicts the minimality of H. Therefore, J = H
and we deduce that YH is a generic subset of X (indeed, each x 6∈ YH is contained in one of
Xpar, the complement of XH , or in one of countably many subsets X̄L, where each L is a
proper G-irreducible subgroup of H).

To complete the proof for k uncountable, we show that H is unique up to conjugacy in G.
If L is a G-irreducible subgroup satisfying (a) and (b) in (iii), then YL is generic and therefore
intersects the open subvariety XH , which in turn implies that L is conjugate to a subgroup
of H. Then by the minimality of H, we conclude that L is conjugate to H, as required.

Finally, let us assume k is countable and let k′/k be any uncountable algebraically closed
field extension. Then as above, there is a unique (up to conjugacy) proper G(k′)-irreducible
subgroup H of G(k′) such that X ′H is open in X ′, where X ′ = X(k′). The complement of
this open subset is thus a proper closed subset of X ′. Since H is defined over k, it follows
that the complement of XH in X is a proper closed subset, so XH is open and dense in X.
The result follows. �
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Remark 2.8. Consider the conclusion in part (ii) of Theorem 2.7 and let P1, . . . , Pm be
representatives of the conjugacy classes of proper parabolic subgroups of G. If (ii) holds, then
X =

⋃
iXPi =

⋃
i X̄Pi and thus X = X̄P for some proper parabolic subgroup P . But XP is

closed by Lemma 2.5, so X = XP and we conclude that each G(x) is contained in a conjugate
of a fixed proper parabolic subgroup.

As a corollary, we obtain the following result. In the statement, we refer to G-orbits and
G-invariance, which are both defined in terms of simultaneous conjugation by G. So for
example, if X = C1 × · · · × Cr is a product of conjugacy classes, then X is G-invariant.

Corollary 2.9. Suppose G(x) is generically finite.

(i) There exists a positive integer d such that |G(x)| 6 d for all x ∈ X.

(ii) If G(y) is G-irreducible for some y ∈ X, then there is a nonempty open subvariety
of X contained in a G-orbit. In particular, if X is G-invariant, then X has an open
dense G-orbit of dimension equal to dimG.

Proof. We can always pass to an extension field, so without any loss of generality we may
assume k is uncountable.

Suppose that G(x) is infinite for some x. Then the set of x ∈ X with G(x) infinite is
generic since each subvariety {x ∈ X : |G(x)| 6 m} with m ∈ N is closed and proper. Since
the intersection of countably many generic sets over an uncountable algebraically closed field
is generic, we have a contradiction. Hence

X =
⋃
m∈N
{x ∈ X : |G(x)| 6 m}

is a countable union of closed subvarieties and thus (i) follows from the irreducibility of X.

Now assume that G(y) is G-irreducible for some y ∈ X. Then by (i) and Theorem 2.7,
there exists a finite G-irreducible subgroup H of G such that XH is open and YH is generic,
where YH is defined as in (7). In fact, since H has only finitely many subgroups, the proof of
Theorem 2.7 implies that YH is open.

First assume that X is G-invariant. Here XH is contained in the closure of the image of
the morphism

f : G×Hr → Gr, (g, h1, . . . , hr) 7→ (hg1, . . . , h
g
r),

which implies that X itself is contained in the closure of the image of f . Since H is G-
irreducible, its centralizer is finite (see [34, Lemma 2.1]), and so the dimension of the image
of f is equal to dimG. Thus, the dimension of the G-orbit of any x ∈ X with G(x) = H is
equal to dimG = dimX and so this orbit contains a dense open subset of X. This establishes
(ii) in the case where X is G-invariant.

In the general case, we can work in the G-invariant variety that is the image of the
morphism G×X → Gr given by (g, x1, . . . , xr) 7→ (xg1, . . . , x

g
r) and the result follows. �

Remark 2.10. Suppose X is G-invariant, dimX > dimG and G(x) is G-irreducible for
some x ∈ X. Then Corollary 2.9 implies that G(x) is generically positive dimensional. In the
special case where X = C1 × · · · × Cr is a product of noncentral conjugacy classes, it was
shown in [7], using results from [21], that G(x) is generically positive dimensional if r > 3. In
addition, [21, Corollary 5.14] shows that if r = 2 and G(x) is generically finite, then G(x) is
always contained in a Borel subgroup. Also see Lemma 3.31.

The final ingredient we need to complete the proof of Theorem 2 is provided by Theorem
2.11 below (recall that the rank of a closed subgroup H of G, denoted rkH, is the dimension
of a maximal torus of H0). The bound in part (i) completes the proof of Theorem 2. In
order to explain the notation in part (ii), let V be a nontrivial finite dimensional irreducible
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rational kG-module (the choice of V is irrelevant) and write f(g) ∈ k[x] for the characteristic
polynomial of g ∈ G acting on V . This defines a morphism

f : G→Md(x), (8)

where Md(x) is the variety of monic polynomials in k[x] of degree equal to d = dimV .

Theorem 2.11. Suppose there exists a closed subgroup H 6 G such that XH contains a
nonempty open subset of X. Then for all x ∈ X,

(i) rkG(x) 6 rkH; and

(ii) if S is a maximal torus of G(x)0, then f(S) is contained in the closure of f(H).

Proof. Let V be a nontrivial finite dimensional irreducible rational kG-module corresponding
to the map f in (8), where d = dimV . For each g ∈ G, observe that f(g) is determined by
the conjugacy class of the semisimple part of g. Let us also note that every fiber of f is finite.
To see this, let T be a maximal torus of G. Then f(t1) = f(t2) with t1, t2 ∈ T if and only if
t1 and t2 are conjugate in GL(V ) and the claim follows because every semisimple class in
GL(V ) intersects T in a finite set.

Set e = rkH. We claim that dim f(H) = e. To see this, first observe that f(H0) = f(S),
where S is a maximal torus of H0. Since f has finite fibers, this implies that dim f(S) =
dimS = e. If h ∈ H embeds in GL(V ) as a semisimple element, then [45, 7.5] implies that
some conjugate of h normalizes S and this gives dim f(hS) 6 dimS = e (in fact, this is a
strict inequality unless h centralizes S). This justifies the claim.

Let Z ⊆ XH be a nonempty open subset of X and let Y be the closure of f(H) in the
variety Md(x). Let x ∈ X and let w be an element of the free group of rank r, which we
may view as a map from X to G. Then w(x) is contained in the closure of w(Z) and thus
f(w(x)) is in the closure of f(w(Z)) ⊆ Y . Therefore f(G(x)) ⊆ Y , proving both parts of the
theorem. �

Remark 2.12. It would be interesting to know if it is possible to replace rank by dimension
in part (i) of Theorem 2.11.

We are now in a position to prove Theorem 2.

Proof of Theorem 2. We combine Theorems 2.7 and 2.11(i). More precisely, if (i) holds in
Theorem 2.7, then Theorem 1 implies that ∆ is dense and generic in X, so the conclusions
in case (ii) of Theorem 2 are satisfied with H = G, Y = ∆ and Z = X. Clearly, if Theorem
2.7(ii) holds then we are in case (i) of Theorem 2. Finally, if part (iii) in Theorem 2.7 holds,
then the existence of H and the appropriate subsets Y,Z ⊆ X in parts (b) and (c) of Theorem
2(ii) follows immediately, and the rank condition in (ii)(a) follows from Theorem 2.11(i). This
completes the proof of Theorem 2. �

We close this section by recording the following corollary.

Corollary 2.13. If k is uncountable, then

{x ∈ X : rkG(x) = m}

is a generic subset of X, where m = max{rkG(x) : x ∈ X}.

Proof. If G(x) is G-irreducible for some x ∈ X then the result follows immediately from
Theorems 2.7 and 2.11, so we may assume that G(x) is contained in a proper parabolic
subgroup for every x ∈ X. Fix a parabolic subgroup P of G which is minimal with respect to
the property that each group G(x) is contained in a conjugate of P (see Remark 2.8). Let Q
be the unipotent radical of P and note that X = XP .
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Let Y be an irreducible component of X ∩ P r such that the morphism ψ : G × Y → X
sending (g, y1, . . . , yr) to (yg1 , . . . , y

g
r ) is dominant. By the minimality of P , the set

{y ∈ Y : G(y)Q is contained in a proper parabolic subgroup of P}
is a proper closed subvariety of Y . Since P/Q has only countably many P/Q-irreducible
subgroups, the proof of Theorem 2.7 shows that there exists a closed subgroup H of P such
that HQ/Q is P/Q-irreducible and the sets

{y ∈ Y : G(y)Q is G-conjugate to a subgroup of HQ}
and

{y ∈ Y : G(y)Q is G-conjugate to HQ}
are open and generic in Y , respectively. Then by arguing precisely as in the proof of Theorem
2.11, we deduce that rkG(y) 6 rkHQ = rkH for all y ∈ Y , with equality on a generic subset
of Y . Since ψ({1} × Y ) contains a nonempty open subset of im(ψ), it follows that equality
holds on a generic subset of X. This completes the proof. �

3. Preliminaries for Theorem 4

In this section we record various results that will be needed in the proof of Theorem 4,
which is our main result on the topological generation of classical algebraic groups.

Let G be a simply connected simple algebraic group over an algebraically closed field k
of characteristic p > 0. Let r > 2 be an integer and let X be a locally closed irreducible
subvariety of Gr. We begin by presenting some general results, before specializing to the case
where X = C1 × · · · ×Cr is a product of noncentral conjugacy classes. We define G(x) and ∆
as before. In view of Theorem 2.1, in order to prove Theorem 4 we may (and do) assume k is
uncountable.

3.1. Modules. Recall that since k is uncountable, every generic subset of X is nonempty
and dense. In particular, ∆ is nonempty if it contains the intersection of countably many
generic subsets. Therefore, we are interested in establishing the genericity of certain subsets
of X defined in terms of G (recall that G(x) is generically P for some property P, if G(x)
has the relevant property for all x in a generic subset of X, and similarly for the connected
component G(x)0).

With this goal in mind, the collection of results presented in the next two lemmas will be
useful in the proof of Theorem 4. A version of the following result is proved in [4, Section 3]
(see Lemma 3.5 below for a version that is stated in terms of the connected components).

Lemma 3.1. Let V be a finite dimensional rational kG-module.

(i) If there exists y ∈ X such that G(y) has a d-dimensional composition factor on V ,
then the set of x ∈ X such that G(x) has a composition factor on V of dimension at
least d is a nonempty open subset of X. In particular, if G(y) acts irreducibly on V
for some y ∈ X, then G(x) is irreducible on V for x in a nonempty open subset of X.

(ii) If d is the minimal dimension of a composition factor (respectively, nonzero submodule)
of G(y) on V for some y ∈ X, then for all x in a nonempty open subset of X, the
minimal dimension of a composition factor (respectively, nonzero submodule) of G(x)
is at least d.

(iii) If dimCEnd(V )(G(y)) = d for some y ∈ X, then dimCEnd(V )(G(x)) 6 d for all x in a
nonempty open subset of X.

Proof. Set n = dimV and let F (t1, . . . , tr) be a polynomial identity for each matrix algebra
Me(k) with e < d, but not for Md(k) (see [40, Section 1.3]). Then Fn(x) 6= 0 if and only
if G(x) has a composition factor on V of dimension at least d and this is clearly an open
condition, proving (i).
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By Lemma 2.5, the set of x ∈ X such that G(x) fixes a subspace of dimension less than d
is a closed subvariety. Our assumption is that this is a proper subvariety, so the assertion
regarding submodules in (ii) follows. For composition factors, we modify the argument slightly.
Consider the set of flags of V of the form 0 ⊆ U ⊆ W ⊆ V with dimW/U < d. This is a
finite union of projective varieties (one for each possible pair of dimensions of U and W ) and
thus the proof of Lemma 2.5 implies that the set of x ∈ X such that G(x) has a fixed space
on this variety is closed. Our assumption in (ii) implies that this is a proper closed subvariety
and hence (ii) follows.

Finally, part (iii) is clear since dimCEnd(V )(G(x)) is upper semicontinuous. �

Remark 3.2. Let F be the free group on r generators. As noted in Section 1, given a
collection of words w1, . . . , wm in F , which we view as maps Gr → G, the set

Xw := {(w1(x), . . . , wm(x)) : x ∈ X}

for w = (w1, . . . , wm) is also an irreducible subvariety of Gr. In particular, we can apply all
of our general results to Xw.

Let d be a positive integer and let F be the free group on r generators, where X ⊆ Gr as
above. Let Fd be the intersection of all subgroups of F with index at most d and note that
Fd is a characteristic subgroup of F with finite index. In particular, Fd is finitely generated
and we may choose generators w1, . . . , wm, where we view each wi as a word map from Gr to
G. Then for x ∈ X we define

Gd(x) = 〈w1(x), . . . , wm(x)〉 6 G,

which is independent of the choice of generators for Fd.

The following result records some basic observations. Recall that a group acts primitively
on a vector space if it does not preserve a nontrivial direct sum decomposition of the space.

Lemma 3.3.

(i) G(x)0 6 Gd(x) 6 G(x) for all x ∈ X, d ∈ N.

(ii) Let V be a finite dimensional irreducible rational kG-module and let d be an integer
such that d > dimV . Assume that

(a) G(x) is generically irreducible on V ; and

(b) For some y ∈ X, Gd(y) acts irreducibly on a submodule W of V such that
dimW > d/s where s is the smallest prime divisor of d.

Then G(x) is generically primitive on V .

Proof. Part (i) is clear since G(x)0 has no proper closed subgroups of finite index. Now consider
(ii). There is no harm in assuming that d = dimV . Seeking a contradiction, suppose G(x) is
not generically primitive on V . Then the condition in (a) implies that G(x) is generically
conjugate to a subgroup of GLe(k) o Sd/e for some proper divisor e of d. In particular, Gd(x)
is generically contained in a direct product of d/e copies of GLe(k) and so for all x ∈ X,
the largest composition factor of Gd(x) on V has dimension at most e 6 d/s. But this is
incompatible with the condition in (b) and we have reached a contradiction. �

Remark 3.4. Let V be a finite dimensional irreducible rational kG-module. If G(y)0 acts
irreducibly on V for some y ∈ X, then Gd(x) is generically irreducible for all d ∈ N. In
addition, if d is large enough then Gd(y) = G(y)0 and so G(x)0 is generically irreducible as
well. In particular, this implies that G(x)0, and hence G(x), is generically primitive on V .

Next we establish a version of Lemma 3.1 with respect to the connected components.

Lemma 3.5. Let V be a finite dimensional rational kG-module.



18 TIMOTHY C. BURNESS, SPENCER GERHARDT, AND ROBERT M. GURALNICK

(i) If there exists y ∈ X such that G(y)0 has a composition factor of dimension at least
e on V , then the set of x ∈ X such that G(x)0 has a composition factor on V of
dimension at least e is a generic subset of X. In particular, if G(y)0 acts irreducibly
on V for some y ∈ X, then G(x)0 is generically irreducible on V .

(ii) If the minimal dimension of a composition factor (respectively, nonzero submodule)
of G(y)0 on V is at least e for some y ∈ X, then for generic x ∈ X, the minimal
dimension of a composition factor (respectively, nonzero submodule) of G(x)0 is at
least e.

(iii) If dimCEnd(V )(G(y)0) 6 e for some y ∈ X, then dimCEnd(V )(G(x)0) 6 e for all x in
a generic subset of X.

Proof. Suppose there exists y ∈ X such that G(y)0 has any of the properties described in the
lemma. Then Gd(y) has the same property for every positive integer d and thus Lemma 3.1
implies that the set of x ∈ X such that Gd(x) fails to have the given property is a proper
closed subvariety of X. Since there are only countably many positive integers, we deduce that
G(x)0 satisfies the property on a generic subset of X. �

Remark 3.6. One can modify the proof of Lemma 3.5 in order to show that if G(y)0 acts
irreducibly on V for some y ∈ X, then the set of x ∈ X such that G(x)0 acts irreducibly on
V is actually open, rather than just being generic. This follows by noting that if d > dimV ,
then Gd(x) is irreducible on V if and only if G(x)0 is irreducible.

Next we introduce the notion of a strongly regular element.

Definition 3.7. Let V be a finite dimensional rational kG-module and let T be a maximal
torus of G. We say that x ∈ T is strongly regular on V if every x-invariant subspace of V is
also T -invariant.

Equivalently, if χ1, . . . , χm are the distinct characters of T that occur in V , so V =
V1 ⊕ · · · ⊕ Vm with 0 6= Vi = {v ∈ V : tv = χi(t)v for all t ∈ T}, then x ∈ T is strongly
regular on V if and only if χi(x) 6= χj(x) for i 6= j. From the latter characterization it is clear
that the elements in T that are strongly regular on V form an open subset since the complement
is the intersection over all pairs i, j of the closed subvarieties {t ∈ T : χi(t) = χj(t)}. Let
us also note that if G is a classical algebraic group, then x ∈ T is strongly regular on the
natural kG-module V if and only if all the eigenvalues of x on V are distinct.

By [23, Theorem 11.7], there is a finite collection M of finite dimensional irreducible
rational kG-modules such that no proper closed subgroup of G acts irreducibly on all of
these modules. Then with respect to this collection of modules, we say that x ∈ T is strongly
regular if it is strongly regular on each module in M.

Remark 3.8. Note that the set of strongly regular elements in T is open. Moreover, since
each regular semisimple element in G is conjugate to an element of T , and since the strongly
regular property is invariant under conjugation and the set of regular semisimple elements in
G is open, it follows that the set of strongly regular elements in G is also open.

Lemma 3.9. Let V be a finite dimensional rational kG-module, let T be a maximal torus of
G and suppose x ∈ T is strongly regular on V . Let H be a closed subgroup of G containing x
and assume V has an H-invariant subspace that is not G-invariant. Then 〈H,T 〉 is contained
in a proper closed subgroup of G.

Proof. Let W be an H-invariant subspace of V that is not G-invariant. Since W is x-invariant,
it decomposes into a direct sum of eigenspaces for x and so it is also T -invariant. Therefore
〈H,T 〉 preserves W and the result follows. �

In part (iii) of the next result, recall that XH is defined in (6). Also recall that a closed
subgroup of G has maximal rank if it contains a maximal torus of G.



TOPOLOGICAL GENERATION OF SIMPLE ALGEBRAIC GROUPS 19

Lemma 3.10. Let V be a finite dimensional irreducible rational kG-module and suppose
there exists u ∈ X such that G(u) contains an element that is strongly regular on V . Then
the following hold:

(i) There exists a nonempty open subset Y of X such that G(y) contains a strongly
regular element on V for all y ∈ Y .

(ii) If G(u)0 contains a strongly regular element on V , then for generic x ∈ X, G(x)0

contains a strongly regular element on V .

(iii) Either ∆ is nonempty, or there exists a maximal closed maximal rank subgroup H of
G such that XH contains a nonempty open subset of X.

Proof. Let S be the set of elements in G that are strongly regular on V and recall that S
contains a nonempty open subset of G (see Remark 3.8). Since G(u) ∩ S is nonempty, it
follows that there is a word w in the free group F of rank r, which we may view as a map
w : X → G, such that w(u) ∈ S (since the abstract group generated by the coordinates of u
is dense in G(u) by definition). This implies that Y = {y ∈ X : w(y) ∈ S} is a nonempty
open subset of X, which proves (i).

Now let us turn to (ii). By the proof of (i), we deduce that {x ∈ X : Gd(x) ∩ S 6= ∅} is a
nonempty open subset of X for each positive integer d. The desired result now follows since
Gd(x) = G(x)0 for d� 0.

Finally, let us consider (iii). As above, we define strongly regular elements in G with respect
to a finite set M of irreducible kG-modules. We may assume ∆ is empty, which implies
that each G(x) acts reducibly on at least one of the modules in M. Define w ∈ F as in the
first paragraph of the proof and fix x ∈ X such that w(x) is strongly regular. Let V be a
module inM on which G(x) acts reducibly and define S and Y as above, with respect to this
module. Then any w(x)-invariant subspace of V is also T -invariant, where T = CG(w(x)),
so 〈G(x), T 〉 acts reducibly on V and thus G(x) is contained in a maximal closed maximal
rank subgroup of G. Since there are only finitely many conjugacy classes of such subgroups,
it follows that there is a maximal closed maximal rank subgroup H and a nonempty open
subset Z ⊆ Y such that G(z) is conjugate to a subgroup of H for all z ∈ Z. �

We close with three results that will be applied directly in the proof of Theorem 4. The
first is essentially a corollary of part (i) of Lemma 3.1.

Corollary 3.11. Let G be one of the classical groups SLn(k) (n > 2), Spn(k) (n > 4), or
SOn(k) (n > 3, n 6= 4) and let V be the natural kG-module. Assume there exists x, y ∈ X
such that G(x)0 acts irreducibly on V and G(y) contains a strongly regular element on V .
Then either

(i) ∆ is nonempty; or

(ii) G = Spn(k), p = 2 and G(x)0 is generically contained in a conjugate of SOn(k).

Proof. Suppose ∆ is empty. By applying Lemmas 3.1(i) and 3.10, we deduce that there is a
maximal closed maximal rank subgroup H of G such that G(x)0 is irreducible on V and is
contained in a conjugate of H0 for generic x ∈ X. By considering the connected irreducible
maximal rank subgroups of G, we deduce that G = Spn(k), p = 2 and H0 = SOn(k) is the
only possibility. �

The following result is an easy consequence of the classification of low dimensional repre-
sentations of simple algebraic groups.

Lemma 3.12. Let G be one of the groups Spn(k) (n > 6) or SOn(k) (n > 9), and let H be
a closed connected proper subgroup of G that acts irreducibly on the natural kG-module V .

(i) If G = Spn(k), then either rkH 6 bn/4c+ 1, or p = 2 and H = SOn(k).
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(ii) If G = SOn(k), then rkH 6 bn/4c+ 1 if n is even, otherwise rkH 6 (n+ 1)/4.

Proof. First assume H is not simple, in which case V is tensor decomposable as a kH-module.
If n = 2m with m even, then the largest rank self-dual non-simple closed connected subgroup
of G is of the form Sp2(k)⊗L, where L = Spm(k) or SOm(k), which has rank m/2+1 = n/4+1.
Similarly, if G is symplectic and n = 2m with m odd, then the same argument shows that
the maximum rank is (m + 1)/2 = bn/4c + 1 when p 6= 2. Here the bound is even better
when p = 2 since no group has a nontrivial odd-dimensional irreducible self-dual module in
even characteristic.

The remaining cases where G is orthogonal and H is non-simple can be handled in a
similar fashion. If n = 2m with m odd, then we may assume p 6= 2 (since there are no
closed connected tensor decomposable subgroups of G when p = 2). Here the largest tensor
decomposable subgroups of G are of the form La⊗Lb, where La is a symplectic or orthogonal
group with an a-dimensional natural module (and similarly for Lb), 2m = ab and 3 6 a < b.
If n is odd, then p 6= 2 and the same argument applies.

Finally, suppose H is simple. By inspecting [35], one checks that aside from a handful of
very low rank cases (excluded by the conditions on n in the statement of the lemma), the
self-dual irreducible kH-modules have relatively large dimension (excluding Frobenius twists
of the natural module when H is a classical group). The result quickly follows. �

Finally, we present the following well known and elementary observation. See [10, Lemma
3.14], for example.

Lemma 3.13. Let a, b ∈ GL(V ) = GLn(k) be quadratic elements. Then each composition
factor of 〈a, b〉 on V is at most 2-dimensional. In particular, if n > 3 then 〈a, b〉 acts reducibly
on V .

As a consequence, if G 6= SL2(k) is a classical group and a, b ∈ G act quadratically on the
natural kG-module, then 〈a, b〉 is not Zariski dense.

3.2. Homogeneous spaces. For the remainder of Section 3, we will assume

X = C1 × · · · × Cr = xG1 × · · · × xGr (9)

where each Ci = xGi is a noncentral conjugacy class.

Here we establish some general results concerning the action of G on coset varieties G/H,
where H is a closed subgroup. Our first lemma provides a useful criterion to ensure that G(x)
is not generically contained in a conjugate of H (the relevant condition is sufficient, but not
always necessary). Recall that XH is defined in (6).

Lemma 3.14. Let H be a closed subgroup of G and set Y = G/H. If

r∑
i=1

dimY xi < (r − 1) dimY

then XH is contained in a proper closed subvariety of X.

Proof. First we recall that

dimY − dimY g = dim gG − dim(gG ∩H) (10)

for all g ∈ H (see [29, Proposition 1.14]). Clearly, XH is nonempty if and only if Ci ∩ H
is nonempty for all i, so we may assume each xi is contained in H. We will work with the
variety

Z =

{
(g1, . . . , gr, y) : gi ∈ Ci, y ∈

⋂
i

Y gi

}
⊆ X × Y
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and the projection maps π1 : Z → X and π2 : Z → Y , noting that XH coincides with the
image of π1.

All fibers of π2 have the same dimension, so

dimZ = dimY +
r∑
i=1

dim(Ci ∩H)

and by applying (10) we deduce that

dimZ = dimY +
r∑
i=1

(dimCi − dimY + dimY xi) < dimX

since
∑

i dimY xi < (r − 1) dimY . Therefore, π1 is not dominant and thus XH is contained
in a proper closed subvariety of X. �

We also record a version of (10) for subgroups. Recall that if H and L are closed subgroups
of G, then T := T (L,H) = {g ∈ G : Lg 6 H} is the transporter of L into H. Note that T is
a union of cosets of N = NG(L) and T/N is a variety.

Lemma 3.15. Let H and L be closed subgroups of G and set Y = G/H. If T = T (L,H) is
nonempty, then

dimY − dimY L = dimY − dimT/N = dimG− dimT.

Proof. Let Z = {(g, y) ∈ G× Y : y is fixed by Lg}. By projecting onto each factor, we see
that dimZ = dimY + dimT = dimG+ dimY L and the result follows. �

Note that Lemma 3.15 holds for any closed subset L of G (or one can replace L by the
closure of the subgroup it generates). In the special case L = {g} we have N = CG(g) and
T/N can be identified with gG ∩H, so we recover the equation in (10).

We can also establish the following generalization of Lemma 3.14, working with subgroups
rather than elements. The proof is identical and we omit the details.

Lemma 3.16. Let H be a closed subgroup of G and set Y = G/H. Let L1, . . . , Lr be closed
subgroups of G such that

r∑
i=1

dimY Li < (r − 1) dimY.

Then there exist gi ∈ G such that 〈Lg11 , . . . , L
gr
r 〉 is not contained in a conjugate of H.

We will also need the following elementary observation.

Lemma 3.17. Suppose D is a G-class such that an element of D is contained in the closure
of 〈g1, g2〉 for some gi ∈ xGi and that G(y) = G for some y ∈ Y , where Y = D×C3×· · ·×Cr.
Then ∆ is nonempty.

Proof. Suppose G(y) = G for some y = (d, g3, . . . , gr) ∈ Y with d ∈ D and gi ∈ Ci for i > 2.
If x = (g1, g2, . . . , gr) ∈ X then G(y) 6 G(x) and the result follows. �

In particular, we can take D to be a conjugacy class contained in C1C2.

3.3. Scott’s Theorem and the adjoint module. We begin by recalling Scott’s Theorem
[41, Theorem 1], which we will then apply in the special case where G is acting on its adjoint
module Lie(G). Recall that if W is a kG-module and J ⊆ G is a subset, then [J,W ] is the
subspace 〈gw − w : g ∈ J,w ∈W 〉 of W . Note that dim [J,W ] = dimW − dim(W ∗)J .

Theorem 3.18 (Scott). If G = 〈y1, . . . , yr〉 6 GL(W ) and y0 = (y1 · · · yr)−1, then
r∑
i=0

dim [yi,W ] > dimW − dimWG + dim [G,W ].



22 TIMOTHY C. BURNESS, SPENCER GERHARDT, AND ROBERT M. GURALNICK

Recall that X = C1 × · · · × Cr, where each Ci = xGi is a noncentral conjugacy class in G.
Fix an additional noncentral conjugacy class C0 = xG0 and set

Z = {(z0, . . . , zr) ∈ C0 × · · · × Cr : z0z1 · · · zr = 1} ⊆ Gr+1. (11)

For z = (z0, . . . , zr) ∈ Z, let G(z) be the Zariski closure of 〈z0, . . . , zr〉.

Lemma 3.19. If L = Lie(G) and G = G(z) for some z ∈ Z, then
r∑
i=0

dimCi >
r∑
i=0

dim [xi, L] > 2 dimG− dimZ(L).

Proof. Since G is simply connected, we have [G,L] = L and LG = Z(L), the center of the
Lie algebra of G. The second inequality now follows from Scott’s Theorem, while the first
holds since

dim gG = dimL− dimCG(g) > dimL− dimLg = dim [g, L]

for all g ∈ G. �

For each y = (y1, . . . , yr) ∈ X, set y0 = (y1 · · · yr)−1 so z = (y0, . . . , yr) ∈ Z with C0 = yG0
(see (11)). Since dim yG0 6 dimG− rkG, we obtain the following corollary which provides a
useful, necessary condition for topological generation by a tuple in X.

Corollary 3.20. If L = Lie(G) and G = G(x) for some x ∈ X, then

dimX >
r∑
i=1

dim [xi, L] > dimG+ rkG− dimZ(L).

Remark 3.21. Suppose dimX < dimG+ rkG− dimZ(L) and let x ∈ X.

(a) By Scott’s Theorem, either LG(x) strictly contains Z(L), or [G(x), L] 6= L. In particular,
∆ is empty.

(b) Recall that p is special for G if p = 3 and G = G2, or if p = 2 and G is of type Bn,
Cn or F4. If p is not special for G, then L/Z(L) is a self-dual irreducible kG-module
and G(x) has nonzero fixed points on this module. In particular, if L is a simple Lie
algebra, then G(x) has nonzero fixed points on L.

The following results can also be stated in terms of the variety Z in (11). But since X is
our main focus, we leave this to the reader.

Recall that the prime p = 2 is bad for all simple algebraic groups except type An; p = 3 is
also bad for all exceptional groups and p = 5 is bad for E8. All other primes (and also p = 0)
are good for G.

Corollary 3.22. Suppose that either L = Lie(G) is simple or the characteristic p of k is
good for G. If dimX < dimG+ rkG, then G(x) acts reducibly on every finite dimensional
rational kG-module for all x ∈ X.

Proof. First assume that L is simple and let x ∈ X. As noted in Remark 3.21, the hypotheses
and Scott’s Theorem imply that there exists 0 6= ` ∈ L fixed by G(x). Let W be an irreducible
kG-module. Untwisting by a Frobenius morphism of G, if necessary, we may assume that

W = W0⊗W (p)
1 , where W0 is a nontrivial restricted kG-module and ` acts nontrivially on W .

Since G(x) fixes `, it preserves the eigenspaces of ` on W and thus G(x) acts reducibly on W .

Finally, suppose L is not simple and p is good for G, in which case G = SLn(k) and p
divides n. Here we can apply Scott’s Theorem directly with respect to the action of G on the
Lie algebra L1 of GLn(k). For x ∈ X, this gives the inequality

r∑
i=1

dimCi + (n2 − n) > 2n2 − 2− (dimL
G(x)
1 − 1)− (dim(L∗1)

G(x) − 1)
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and thus

dimX > rkG+ dimG− (dimL
G(x)
1 − 1)− (dim(L∗1)

G(x) − 1).

Since dimX < dimG+ rkG and L1 is self dual, it follows that dimL
G(x)
1 > 2. Therefore,

G(x) fixes a noncentral element of L1 and so it also fixes a noncentral element of L (just
choose an element of trace zero with the same eigenspaces). We can now conclude by repeating
the argument given in the first paragraph. �

We present another consequence of the above observations. To do this, we need the following
lemma.

Lemma 3.23. Suppose the characteristic p of k is good for G and let s be a noncentral
semisimple element of Lie(G). Then the following hold:

(i) CG(s) is connected.

(ii) CG(s) = CG(S) for some nontrivial torus S in G.

Proof. Part (i) is due to Steinberg (see [46, Theorem 3.14]).

Now let us turn to part (ii). If G = SLn(k) (or a quotient) then the result holds because
we can choose a semisimple element g ∈ G that has the same eigenspaces as s on the natural
module. In the remaining cases, Lie(G) is simple and we note that s ∈ Lie(T ) for some
maximal torus T of G (see [26, Theorem 13.3, Remark 13.4]). Therefore, T 6 CG(s) = C is a
maximal rank connected reductive subgroup of G. If C is not semisimple, then S := Z(C)
is a nontrivial torus and CG(S) = C as required. Now assume C is semisimple. Let D be
a maximal connected subgroup of G containing C and note that D is semisimple (since
Z(D) 6 Z(C)). Then p is good for any simple factor of D (if G has type A, there are no
such subgroups; if G is symplectic or orthogonal, then any simple factor is classical; if G is
exceptional, the observation follows by inspection of the possibilities for D). By induction,
C = CD(s) has a positive dimensional center, which is incompatible with the assumption
that C is semisimple. �

Corollary 3.24. Suppose the characteristic of k is good for G. If dimX < dimG + rkG,
then dimCG(G(x)) > 0 for all x ∈ X.

Proof. First suppose that G = SLn(k) and let x ∈ X. As in the proof of Corollary 3.22, we
see that G(x) centralizes a noncentral element ` of the Lie algebra of GLn(k) and so also
for the Lie algebra of G. Using elementary linear algebra, we see that CG(`) has a positive
dimensional center, whence dimCG(G(x)) > 0 for all x ∈ X.

In the remaining cases, the Lie algebra L = Lie(G) is simple and irreducible as a kG-module.
Let x ∈ X and let 0 6= ` ∈ L be fixed by G(x) (see Remark 3.21), which we may assume
is either nilpotent or semisimple. If ` is semisimple, then Lemma 3.23 applies, so we can
assume ` is nilpotent. Here the Springer correspondence implies that CG(`) ∼= CG(u) for
some nontrivial unipotent element u ∈ G and we know that dimCG(u) > 0 (see Seitz [43],
for example). �

Remark 3.25. We close by recording a couple of comments on the above results:

(a) First observe that the conclusion to Lemma 3.23(ii) is false (in general) if p is a bad
prime for G. For example, if G = Spn(k) with p = 2 and n ≡ 0 (mod 4), then there are
semisimple elements s in the Lie algebra of G such that CG(s) = Spm(k)× Spn−m(k)
is semisimple. In particular, CG(s) is not the centralizer of a torus in this situation.
Similarly, if p = 3 then G = G2(k) has a subgroup SL3(k) with a 1-dimensional fixed
space on the Lie algebra of G.

(b) Let us also note that Corollary 3.24 is equivalent to the statement that every G-orbit
on X has dimension strictly less than dimG (this property is stronger than stating
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that ∆ is empty). As remarked above, the conclusion extends to tuples in Z (see (11))
if we assume the condition dimZ < 2 dimG.

3.4. Unipotent classes. For the remainder of Section 3, unless stated otherwise, we will
assume G is a simple classical algebraic group over k of the form SL(V ), Sp(V ) or SO(V ),
where dimV = n. In the statement of Theorem 4, we assume that each xi in (2) has prime
order modulo Z(G), which implies that the corresponding elements in G/Z(G) are either
semisimple or unipotent (as noted in Remark 2, if p = 0 then xi can be an arbitrary nontrivial
unipotent element). In view of Lemma 2.2, in order to establish the existence of a tuple in ∆
we may replace X by its closure in Gr, so we are naturally interested in the closure properties
of semisimple and unipotent classes.

The situation for semisimple classes is transparent: every such class is closed and conjugacy
of semisimple elements is essentially determined by the multiset of eigenvalues on the natural

module V (one has to be slightly careful if G = SO(V ) and V x2 = 0, in which case n is
even and there are two G-classes of semisimple elements with the same eigenvalues as x on
V , which are fused in O(V ) = G.2). Our main aim in this section is to briefly recall the
parametrization of unipotent classes in the classical algebraic groups, together with some of
their closure properties that will be needed later. We will generally follow the notation in
[31]. The results discussed below are essentially all consequences of Spaltenstein [44].

3.4.1. Linear groups. First recall that the conjugacy classes of unipotent elements in G =
SL(V ) are in bijection with partitions of n. Write C(π) for the conjugacy class in SL(V )
corresponding to the partition π and note that if p > 0 then the elements in C(π) have order
p if and only if each part of π is at most p. If π1 and π2 are partitions of n, then C(π2) is
in the closure of C(π1) if and only if π1 dominates π2 in the usual partial ordering on the
set of partitions of n (see [24, 44], for example). Let d(π) denote the number of parts in the
partition π and let U(m) be the subvariety of G consisting of all unipotent elements with an
m-dimensional fixed space on V (in other words, U(m) is the union of the unipotent classes
C(π) with d(π) = m). It follows from the above discussion that U(m) is irreducible and C(π)
is open in U(m), where π is the partition (n −m + 1, 1m−1). Moreover, there is a unique
partition π′ of n such that d(π′) = m and C(π′) is contained in the closure of every conjugacy
class contained in U(m). This partition has at most two distinct part sizes (and if there are
two, say a and b with a > b, then a− b = 1).

3.4.2. Symplectic groups with p 6= 2. Next assume G = Sp(V ) and p 6= 2. Let π be a partition
of n and write C(π) for the corresponding class in SL(V ) as above. Then C(π)∩G is nonempty
if and only if the multiplicity of every odd part of π has even multiplicity; if this condition
holds, then CG(π) := C(π) ∩G is a conjugacy class of G. Moreover, the closure relation is
the same as for SL(V ) (for the admissible partitions). Set UG(m) = U(m) ∩G and note that
UG(m) is irreducible and contained in the closure of the class CG(π), where

π =

{
(n−m+ 1, 1m−1) if m is odd
(n−m, 2, 1m−2) if m is even.

As noted for SL(V ), there is a unique unipotent class contained in the closure of any class
in UG(m) (this is the same class as described for SL(V ) and has the smallest dimension
of any class in UG(m)). Also note that if m is even, then this class contains elements in a
Levi subgroup of G, namely the stabilizer in G of a pair of complementary totally isotropic
subspaces of dimension n/2. Of course, if m is odd, then no elements in UG(m) are contained
in such a Levi subgroup.

3.4.3. Orthogonal groups with p 6= 2. Next assume G = SO(V ) and p 6= 2, with n > 5. Set
CG(π) = C(π) ∩ G, which is nonempty if and only if all even parts in π occur with even
multiplicity. In addition, we note that CG(π) is a single conjugacy class in the full orthogonal
group G.2 = O(V ), while CG(π) splits into two G-classes if and only if all parts are even. As
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for Sp(V ), the closure relation is the same as above, restricted to the admissible classes (for
classes that split, the smallest classes in the respective closures are precisely the same). If
n is even then d(π) is even for every partition π corresponding to a class in G. Once again,
there is a unique unipotent class contained in the closure of any class in UG(m) = U(m) ∩G
and it has the smallest dimension of any class in UG(m). This class also contains elements
in a Levi subgroup of G, which is the stabilizer of a pair of complementary totally singular
subspaces of dimension n/2. Note that if n/2 is odd, then this Levi is unique up to conjugacy
in G, whereas there are two G-classes of such Levi subgroups when n/2 is even, which are
fused under the action of an involutory graph automorphism of G (i.e. the two G-classes are
fused in G.2 = O(V )).

3.4.4. Symplectic groups with p = 2. Now suppose G = Sp(V ) and p = 2. If g ∈ G is
unipotent, then we can write V as an orthogonal direct sum of indecomposable k〈g〉-modules
(in the sense that a module is indecomposable if it cannot be decomposed as an orthogonal
sum of two proper submodules). The indecomposable summands that arise are labeled as
follows in [31, Lemma 6.2]:

(a) V (2m), where g acts as a single Jordan block of size 2m; and

(b) W (`), where g has two Jordan blocks of size `, each corresponding to a submodule
that is a totally isotropic space.

Then every unipotent element g ∈ G yields an orthogonal direct sum decomposition of the
form

V =
∑
i

V (2mi)
ai ⊥

∑
j

W (`j)
bj (12)

with 0 6 ai 6 2 for each i, which is unique up to isomorphism. Spaltenstein [44] completely
describes the closure relations, but here we only record what we need:

(i) If m1 > m2, the closure of V (2m1) ⊥ V (2m2) contains V (2m1 − 2) ⊥ V (2m2 + 2).

(ii) If m1 > m2, the closure of V (2m1) ⊥ V (2m2) contains W (m1 +m2).

(iii) We have ai = 0 for all i if and only if g is conjugate to an element in a Levi subgroup
of G arising as the stabilizer of a pair of complementary totally isotropic subspaces of
V . For such an element g, the multiplicity of every part in the corresponding partition
of n is even.

(iv) The closure relation for unipotent elements with ai = 0 for all i coincides with the
usual ordering on partitions.

(v) If m is even, then there is a unique smallest class in UG(m) = U(m) ∩ G and this
class corresponds to a partition with at most two distinct sizes (if there are two, say
a > b, then a− b = 1).

3.4.5. Orthogonal groups with p = 2. Finally, let us assume G = SO(V ) with p = 2, where
n > 6 is even. Here it is convenient to view G as a subgroup of J = Sp(V ) and we observe
that the description of the unipotent conjugacy classes in G is (essentially) the same as for J .
If g ∈ J is unipotent, then g is conjugate to an element of G.2 = O(V ) and two unipotent
elements in G.2 are conjugate in G.2 if and only if they are conjugate in J . So we can use
the same notation for the unipotent elements in G.2 corresponding to the decomposition in
(12). Note that such an element g ∈ G.2 is contained in G if and only if

∑
i ai is even (which

is equivalent to the condition that g has an even number of Jordan blocks on V ). In addition,
if g ∈ G then the class gG.2 splits into two G-classes if and only if ai = 0 and `j is even for
all i, j in (12) (see [31, Proposition 6.22]). The closure properties in G are also inherited from
J . In particular, if m is even then the smallest unipotent class gG with m Jordan blocks
corresponds to the smallest class in a Levi subgroup GL(W ) with m/2 Jordan blocks, where
W is a maximal totally singular subspace of V (hence each Jordan block of g on V has even
multiplicity).
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Remark 3.26. As previously noted, if G = Sp(V ) or SO(V ) with p = 2, then we will mainly
be interested in the unipotent involutions in G. The conjugacy classes of unipotent involutions
in simple algebraic groups (and the corresponding finite groups of Lie type) were studied in
detail by Aschbacher and Seitz [1] and here we recall their notation.

Let g ∈ G be a unipotent involution with Jordan form (Js2 , J
n−2s
1 ) on V , where Ji denotes

a standard unipotent Jordan block of size i. If s is even, then Sp(V ) and O(V ) both have
two classes of such elements, with representatives denoted by as and cs (here g is of type
as if and only if (v, gv) = 0 for all v ∈ V , where ( , ) is the corresponding alternating or
symmetric form on V ). On the other hand, if s is odd then there is a unique class of such
elements in Sp(V ) and O(V ), represented by bs (for orthogonal groups, these elements are
contained in O(V ) \ SO(V )). We also note that if g ∈ SO(V ) is a unipotent involution, then

gO(V ) = gSO(V ) unless n ≡ 0 (mod 4) and g is O(V )-conjugate to an/2, in which case the
O(V )-class splits into two SO(V )-classes. In view of the notation in [1], we will refer to x-type
involutions in G, where x is either a, b or c.

The correspondence between this notation and the decomposition in (12) is as follows:

as, s even, 2 6 s 6 n/2: W (2)s/2 ⊥W (1)n/2−s

bs, s odd, 1 6 s 6 n/2: V (2) ⊥W (2)(s−1)/2 ⊥W (1)n/2−s

cs, s even, 2 6 s 6 n/2: V (2)2 ⊥W (2)s/2−1 ⊥W (1)n/2−s

3.5. Tensor products. In the proof of Theorem 4 we will need to consider the action of
unipotent elements on tensor products and related spaces. As above, we write Ji for a standard
unipotent Jordan block of size i.

Let Ja ∈ GLa(k) = GL(W ) be a regular unipotent element and let Ja ⊗ Ja, ∧2(Ja) and
S2(Ja) denote the action of Ja on the tensor product W ⊗W , the exterior square ∧2(W ) and
the symmetric square S2(W ), respectively. Similarly, we define Ja ⊗ Jb. There are results in
the literature giving the precise Jordan decomposition of these operators (see [2], for example),
but we are only interested here in the number of Jordan blocks on the respective spaces. As
explained below, this number is independent of the characteristic p, with the exception of the
module S2(W ) for p = 2.

Lemma 3.27. Let a, b > 2 be integers.

(i) Ja ⊗ Jb has min{a, b} Jordan blocks.

(ii) ∧2(Ja) has ba/2c Jordan blocks.

(iii) S2(Ja) has da/2e + ε Jordan blocks, where ε = 1 if a is even and p = 2, otherwise
ε = 0.

Proof. All these results hold in characteristic 0 by considering appropriate modules for SL2(k)
(see [13, Section 6]). Since the relevant operators are defined over Z, it follows that the results
in characteristic 0 give lower bounds in the positive characteristic setting.

For the remainder, let us assume p > 0. First consider (i) and assume a > b. Then Ja ⊗ Jb
has no more Jordan blocks than Ja ⊗ Ib, which visibly has Jordan form (Jba). Therefore (i)
holds. Similarly, if p 6= 2 then

Ja ⊗ Ja = ∧2(Ja)⊕ S2(Ja)

and thus (ii) and (iii) follow by combining part (i) with the result in characteristic 0. For the
remainder, we may assume p = 2.

Consider (ii) and view g = Ja ∈ GLa(k) < SO2a(k) = H, where GLa(k) is the stabilizer
of a pair of complementary totally singular a-dimensional subspaces of the natural module
for H (so in particular, g has Jordan form (J2

a) on this space). Then dimCH(g) = a + 2c,
where c is the number of Jordan blocks of ∧2(Ja). By [31, Chapter 4] or [25], the dimension
of CH(g) is independent of the characteristic and the result follows.
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Finally, consider (iii) with p = 2. Here H < Sp2a(k) = K and dimCK(g) = a+ 2c′, where
c′ is the number of Jordan blocks of S2(Ja). By Lemma 3.38 below, we have dimCK(g) =
dimCH(g) + 2, so c′ = c+ 1 and thus (iii) follows from (ii). �

3.6. Exterior squares. Here we study the action of G = GLn(k) = GL(V ) on W = ∧2(V ),
where n > 2 and k is an algebraically closed field of characteristic p > 0. Let g ∈ G and
recall that dimW =

(
n
2

)
and W g denotes the fixed space of g on W . Let E(g) be the set of

eigenvalues of g on V and let α(g) be the dimension of the largest eigenspace of g on V . We
will establish some useful bounds on dimW g in terms of α(g).

Lemma 3.28. Let g ∈ G be a noncentral semisimple or unipotent element, and assume g is
an involution if p = 2 and g is unipotent. If d = α(g) then the following hold:

(i) dimW g 6 dbn/2c.
(ii) If p 6= 2, g is semisimple and {±1} ⊆ E(g), then dimW g < d(n− 1)/2.

Proof. First assume g is semisimple and write n = 2de+ f with 0 6 f < 2d. It is straightfor-
ward to see that if f = 0, then dimW g is maximal when g has e pairs of distinct eigenvalues
{λ, λ−1}, each with multiplicity d. In this case, dimW g = ed2 = dn/2.

Now assume f > 0. Here the maximum still occurs when g has e pairs of distinct eigenvalues
{λ, λ−1} with multiplicity d and so we may write g = g1⊕g2 with respect to the decomposition
V = V1 ⊕ V2, where dimV1 = 2de, dimV2 = f and g1 has the eigenvalues on V1 as described
above. Then

dimW g = ed2 + dim∧2(V2)g2 .
If 0 < f 6 d, then we can assume g2 is trivial and thus

dimW g = ed2 +
1

2
f(f − 1) 6

1

2
d(2ed+ f − 1) =

1

2
d(n− 1),

with equality only if f = d. On the other hand, if f > d then we may assume g2 has exactly
two eigenvalues on V2 and it is straightforward to show that dimW g < d(n− 1)/2.

To complete the proof for semisimple elements, let us assume {±1} ⊆ E(g) and write
g = g1 ⊕ g2 with respect to the decomposition V = U1 ⊕ U2, where U2 is the kernel of g2 − 1.
Then W g = ∧2(U1)

g1 ⊕ ∧2(U2)
g2 and the argument above gives

dim∧2(U1)
g1 6

1

2
d(n− l − 1)

with l = dimU2. In addition, if the two eigenspaces of g2 on U2 have dimensions m and l−m,
then

dim∧2(U2)
g2 =

(
m

2

)
+

(
l −m

2

)
6

1

2
d(l − 2)

and the result follows.

Finally, let us assume g is unipotent. In view of Lemma 2.3 (also see Remark 2.4), we may
replace g by any unipotent element in the closure of gG with the same number of Jordan
blocks on V .

First assume p 6= 2. By the discussion in Section 3.4, we may assume g has Jordan form
(Jea , J

d−e
a−1) for some a > 2. By Lemma 3.27 we see that ∧2(Jm) and Jb ⊗ Jc (with c 6 b)

have bm/2c and c Jordan blocks, respectively. This makes it easy to compute the number
of Jordan blocks of g on W and the result follows. The case p = 2 (with g an involution) is
entirely similar. �

We need to consider the case where n is odd in a bit more detail (for example, see the proof
of Theorem 4.2, which establishes Theorem 4 for orthogonal groups of the form SO2m(k)
with m > 5 odd). There is a similar result for n even, but the analysis is more complicated
and we do not need it in this paper. For n odd, we first observe that the proof of Lemma
3.28 gives the following corollary.
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Corollary 3.29. Suppose n = 2m+ 1, m > 1 and g ∈ G has prime order modulo 〈−In〉. Set
d = α(g). Then dimW g 6 dm, with equality only if d 6 m+ 1. In addition, if both bounds
are attained then g is unipotent.

Corollary 3.30. Suppose n = 2m+ 1 and m, r > 2. Let g1, . . . , gr be elements in G of prime
order modulo 〈−In〉 and set di = α(gi) and ei = dimW gi. If

∑
i di 6 n(r − 1), then one of

the following holds (up to ordering and conjugacy):

(i)
∑

i ei < (r − 1) dimW .

(ii) r = 2, g1 = (Jm2 , J1) and either g2 = (λIm, λ
−1Im, µI1) with λ ∈ k× \ {±1} and

µ ∈ k× \ {λ±}, or p 6= 2 and g2 = (J3, J
m−1
2 ).

Proof. By Corollary 3.29, we have
∑

i ei 6 (r−1) dimW , with equality only if
∑

i di = n(r−1)
and di 6 m + 1 for all i. Therefore, we may assume these conditions are satisfied, which
immediately implies that r = 2 (since n > 5). Up to reordering, it follows that

d1 = m+ 1, d2 = m, e1 = d1m, e2 = d2m

and thus g1 is unipotent by Corollary 3.29.

If p = 2 then g1 is an involution and the condition d1 = m+ 1 forces it to have Jordan form
(Jm2 , J1) as required. If p 6= 2, then the closure of any unipotent class in G with m+ 1 Jordan
blocks on V contains the class of elements with Jordan form (Jm2 , J1). The next smallest
class of unipotent elements with m+ 1 Jordan blocks contains elements with Jordan form
(J3, J

m−2
2 , J2

1 ). But it is straightforward to check that e1 < d1m if g1 has this form, so this is
not possible.

Similarly, we find that if d2 = m and e2 = d2m, then g2 has the form described in (ii). �

3.7. Subspace stabilizers. In this final preliminary section we assume G is one of the
classical groups SLn(k) (n > 2), Spn(k) (n > 4) or SOn(k) (with n > 3, n 6= 4). Recall that
we may assume p 6= 2 if G = SOn(k) and n is odd. As before, let V be the natural kG-module
and set

X = C1 × · · · × Cr = xG1 × · · · × xGr
as usual, where r > 2 and each xi has prime order modulo Z(G) (see Remark 2). For g ∈ G, let
α(g) be the dimension of the largest eigenspace of g on V and set di = α(xi) for i = 1, . . . , r.
We define ∆ and XH as in (1) and (6), respectively, where H is a closed subgroup of G.

As noted in Section 1, if
∑

i di > n(r − 1) then G(x) acts reducibly on V for all x ∈ X
and thus ∆ is empty. The following result shows that if

∑
i di 6 n(r − 1) (or if r > 3), then

G(x) is generically positive dimensional. In particular, in order to prove Theorem 4 we can
ignore any tuples x ∈ X such that G(x) is finite.

Lemma 3.31. Suppose r > 3 or d1 + d2 6 n. Then G(x) is generically infinite.

Proof. If r > 3 then the main theorem of [21] implies that C1C2C3 contains elements of
arbitrarily large order (and indeed elements of infinite order if k is not algebraic over a
finite field). In addition, the same conclusion holds for C1C2, aside from a short list of
classes C1 and C2 given in [21, Theorem 1.1] and in each of these cases one can check that
d1 + d2 > n. Therefore, the closed subvariety Xm := {x ∈ X : |G(x)| 6 m} is proper for all
m ∈ N and thus {x ∈ X : G(x) is infinite} contains the complement of a countable union of
closed subvarieties and is therefore generic (and nonempty unless k is algebraic over a finite
field). �

For the remainder of Section 3.7, we are mainly interested in the action of subgroups of G
of the form G(x) on varieties of appropriate m-dimensional subspaces of V with m = 1 or 2.
Our first result on 1-spaces can be viewed as an extension of [16, Lemma 2.15].
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Lemma 3.32. Let H be the stabilizer in G of a 1-dimensional subspace of V , which is either
nondegenerate (if p 6= 2) or nonsingular (if p = 2) when G = SO(V ). If

∑
i di 6 n(r − 1),

then XH is contained in a proper closed subvariety of X.

Proof. Set Y = G/H and observe that dimY = n − 1 and dimY g 6 d − 1 for all g ∈ G,
where d = α(g). Since

∑
i di 6 n(r − 1), we deduce that

∑
i(di − 1) < (r − 1) dimY and the

result follows via Lemma 3.14. �

Remark 3.33. Let x = (g1, . . . , gr) ∈ X and let Ui be a di-dimensional eigenspace of gi on
V . Notice that if

∑
i di > n(r − 1) then

⋂
i Ui is nonzero and thus G(x) fixes a 1-dimensional

subspace of V . In particular, if G = SL(V ) or Sp(V ) then XH = X and the converse to
Lemma 3.32 holds. However, if G = SO(V ) then G(x) may fix a totally singular 1-space and
we cannot conclude that XH is dense in X.

The next result handles the action of orthogonal groups on totally singular 1-spaces.

Lemma 3.34. Let G = SO(V ) and let H be the stabilizer of a 1-dimensional totally singular
subspace of V . If

∑
i di 6 n(r − 1), then either

(i) XH is a proper closed subvariety of X; or

(ii) r = 2 and x1, x2 are quadratic.

Proof. Set Y = G/H and note that XH is closed by Lemma 2.5, so we only need to show
that XH is proper (unless r = 2 and the xi are quadratic). We will apply Lemma 3.14 to do
this, which means that we need to estimate dimY xi . Note that dimY = n− 2.

First assume xi is unipotent and p 6= 2, so di is equal to the number of Jordan blocks of
xi on V . By replacing Ci by a unipotent class yGi in its closure with α(yi) = α(xi) = di, we
may assume that every Jordan block of xi on V has size ` or ` − 1 for some ` > 2 (with
at least one Jordan block of size `); see Section 3.4.3. If ` > 3, then there are no Jordan
blocks of size 1 and so the fixed space V xi is totally singular and dimY xi = di − 1. The
same conclusion holds if ` = 2 and there are no Jordan blocks of size 1. Finally, suppose
` = 2 and xi has a Jordan block of size 1. Here xi fixes a nondegenerate 1-space and we
claim that dimY xi = di − 2. To see this, first observe that Y xi is precisely the subvariety of
totally singular 1-dimensional subspaces of V xi . Let P1(V xi) be the variety of 1-dimensional
subspaces of V xi , so dimP1(V xi) = di − 1. The nondegenerate 1-spaces in P1(V xi) form a
nonempty open subset and so the variety of totally singular 1-spaces in V xi has codimension
1 in P1(V xi). This justifies the claim.

Now assume xi is semisimple and p 6= 2. If xi has a totally singular eigenspace of dimension
di, then dimY xi = di − 1. If not, then a di-dimensional eigenspace W of xi on V is nonde-
generate (and corresponds to an eigenvalue ±1); the largest irreducible component of Y xi

corresponds to the subvariety of totally singular 1-spaces in W , which has dimension di − 2.

For both unipotent and semisimple xi (with p 6= 2), we observe that di 6 n/2 whenever
dimY xi = di − 1. First assume dimY xi = di − 1 for i = 1, 2. Then

r∑
i=1

dimY xi 6 n− 2 +
r∑
i=3

dimY xi ,

which is less than (r − 1) dimY = (r − 1)(n − 2) unless r = 2 and each xi is quadratic. If
we exclude the latter situation, the desired result follows from Lemma 3.14. Similarly, if we
assume dimY xi = di − 1 for only one i, then

r∑
i=1

dimY xi = 1 +
r∑
i=1

(di − 2) < (r − 1)(n− 2)
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and again the result holds. Finally, if dimY xi < di − 1 for all i, then
r∑
i=1

dimY xi =

r∑
i=1

(di − 2) 6 (r − 1)n− 2r < (r − 1)(n− 2)

and once again the result follows.

To complete the proof, let us assume p = 2. If xi is unipotent and some Jordan block
has size 1, then a generic fixed vector is nonsingular and the above argument goes through.
Similarly, for semisimple classes we can repeat the argument given above. �

For 2-spaces we will need the following result.

Lemma 3.35. Let G = SL(V ) with n > 3 and let H be the stabilizer of a 2-dimensional
subspace of V . If

∑
i di 6 n(r − 1), then either

(i) XH is contained in a proper closed subvariety of X; or

(ii) r = 2 and x1, x2 are quadratic.

Proof. Set Y = G/H and note that dimY = 2(n− 2). By [19, Lemma 3.35 ], we may assume
that each xi is semisimple. Let g ∈ G be a noncentral semisimple element with α(g) = d and
let d′ be the dimension of the second largest eigenspace of g on V . Then one of the following
holds:

(a) d′ = d and dimY g = 2(d− 1).

(b) d′ = d− 1 and dimY g = 2d− 3.

(c) d′ 6 d− 2 and dimY g = 2(d− 2).

Let d′i be the dimension of the second largest eigenspace of xi on V . If d′i 6 di − 2 for all
but at most two i, then using the bound

∑
i di 6 n(r − 1) we deduce that

r∑
i=1

dimY xi 6 4 +
r∑
i=1

(2di − 4) 6 2(r − 1)(n− 2) = (r − 1) dimY.

Moreover, we see that equality holds if and only if r = 2 and di = d′i for i = 1, 2, in which
case n is even and x1, x2 are quadratic.

Now assume that d′i > di − 1 for i = 1, 2, 3, so
∑3

i=1 dimY xi 6 2
∑3

i=1 di − 6. If n is even,
then di 6 n/2 for i = 1, 2, 3 and thus

r∑
i=1

dimY xi 6 2
r∑
i=1

di − 2r 6 3n+ 2(r − 3)(n− 1)− 2r < (r − 1) dimY

since n > 4. Similarly, if n is odd and i ∈ {1, 2, 3} then either di = (n+ 1)/2 and dimY xi =
2di − 3, or di 6 (n − 1)/2 and dimY xi 6 2di − 2. By arguing as above, we deduce that∑

i dimY xi < (r − 1) dimY and the result follows. �

By applying the previous lemma, we obtain the following result concerning the action of
symplectic and orthogonal groups on nondegenerate 2-spaces.

Lemma 3.36. Let G = Sp(V ) or SO(V ) with n > 3, and let H be the stabilizer of a
2-dimensional nondegenerate subspace of V . If

∑
i di 6 n(r − 1), then either

(i) XH is contained in a proper closed subvariety of X; or

(ii) r = 2 and x1, x2 are quadratic.

Proof. First observe that G acts transitively on Y = G/H, which is a dense open subset of the
variety Z of all 2-dimensional subspaces of V and thus dimY = dimZ. Since dimY g 6 dimZg

for all g ∈ G, the proof of Lemma 3.35 implies that
∑

i dimY xi < (r − 1) dimY unless r = 2
and x1, x2 are quadratic. Now apply Lemma 3.14. �
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To close this section, we present Lemma 3.38 below on the action of Sp(V ) on the
homogeneous space Y = Sp(V )/O(V ) when p = 2 (as explained in the proof of the lemma,
this can be viewed as a subspace action by identifying Spn(k) with the orthogonal group
On+1(k)). This justifies the comments in Remark 3 and it explains the extra condition in
Theorem 4 when G = Sp(V ) and p = 2.

In order to prove the lemma, we need the following well known fact about symplectic and
orthogonal groups in characteristic 2.

Lemma 3.37. Let G = Sp(V ) and H = O(V ), where n > 4 and p = 2. Then every element
of G is conjugate to an element of H.

Proof. Let x ∈ G and write x = su = us, where s is semisimple and u is unipotent. If s has 3
or more distinct eigenvalues on V , then x preserves an orthogonal decomposition V = V1 ⊥ V2,
where each Vi is a nondegenerate subspace (with respect to the defining symplectic form on
V ), and the result follows by induction. If s has exactly 2 distinct eigenvalues, then CG(s) is
the stabilizer of a pair of complementary totally isotropic spaces and this subgroup embeds in
some conjugate of H. So we may assume that s = 1 and x is unipotent. We can argue as above
if x commutes with a nontrivial semisimple element, so we may assume x is a distinguished
unipotent element. As before, if x preserves an orthogonal decomposition, then the result
follows by induction. The only distinguished unipotent elements in G that act indecomposably
on V are regular, which act on V with a single Jordan block (see [31, Chapter 6]). In this
case, one can write down such an element in H, or one can appeal to the classification of
conjugacy classes of unipotent elements in H, as described in [31]. �

Lemma 3.38. Let G = Sp(V ) and H = O(V ), where n > 4 and p = 2. Define xi ∈ G as in
(9) and set ei = dimV xi.

(i) If
∑

i ei < n(r − 1), then XH is contained in a proper closed subvariety of X.

(ii) If
∑

i ei > n(r − 1), then ∆ is empty.

Proof. Set Y = G/H (so dimY = n) and let W be an indecomposable rational kG-module
of dimension n+ 1 with socle V . Then G acts transitively on the variety of 1-dimensional
subspaces of W that are not contained in V and the stabilizers are just orthgogonal groups.
Thus we may identify this variety with Y . By Lemma 3.37, each g ∈ G fixes a complement
to V in W and so we can identify the corresponding fixed spaces Y g and V g. In particular,
dimY g = dimV g and the bound in (i) implies that

∑
i dimY xi < (r − 1) dimY . Now apply

Lemma 3.14.

Now let us turn to (ii). Since each g ∈ G fixes a complement to V in W , it follows that
dimW g = dimV g + 1. Therefore, dimW xi = ei + 1 and so the inequality in (ii) implies that⋂
iW

xi is nonzero. In other words, each G(x) fixes a nonzero vector in W and thus G(x) 6= G
since WG = 0. �

4. Proof of Theorem 4: Orthogonal groups

In this section we prove Theorem 4 for the orthogonal groups G = SOn(k). We partition
the proof into two cases, according to the parity of n. We continue to define X as in (9),
where each xi has prime order modulo Z(G). We work over an algebraically closed field k
of characteristic p > 0 that is not algebraic over a finite field. In addition, as explained in
Section 1, we may (and do) assume that k is uncountable, so ∆ is nonempty if and only if it
contains the intersection of countably many generic subsets of X.

4.1. Even dimensional groups. We begin by assuming G = SO(V ) with dimV = n =
2m > 6. The cases m ∈ {3, 4} are excluded in the statement of Theorem 4 – they require
special attention and they will be handled at the end of this section (see Theorems 4.5, 4.6
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and 4.7). So for now we will assume that m > 5 and we make a distinction between cases
according to the parity of m.

4.1.1. m > 5 odd. To begin with, we will assume m > 5 is odd. We first consider the relevant
cases with X = C1 × C2 that appear in Table 1. In order to state our first result, we define
x1, x2 ∈ G as follows:

x1 = (I2, λIm−1, λ
−1Im−1), or p 6= 2 and x1 = (J2

3 , J
m−3
2 )

x2 = (Jm−12 , J2
1 ); type am−1 if p = 2

(13)

where λ ∈ k× and λ2 6= 1 (for p = 2, we adopt the notation for x2 from [1] for unipotent
involutions; see Remark 3.26).

In the proof of Lemma 4.1 below we will use Gerhardt’s result for GLm(k) (see Theorem 3),
which we view as a Levi subgroup of the stabilizer in G of a totally singular m-dimensional
subspace of V . Note that such a Levi subgroup stabilizes exactly two totally singular m-spaces.
Moreover, since m is odd, these two spaces are in different G-orbits (recall that G has two
orbits on the set of totally singular m-spaces, with U and W in the same orbit if and only if
dimU − dim(U ∩W ) is even; this allows us to refer to the type of a totally singular m-space).

Lemma 4.1. Suppose m > 5 is odd, r = 2 and x1, x2 are defined as in (13).

(i) There exists a nonempty open subvariety Y of X such that for all y ∈ Y , G(y)
preserves a complementary pair of maximal totally singular subspaces of V .

(ii) For all x ∈ X, G(x) preserves maximal totally singular subspaces of V of both types.

In particular, ∆ is empty.

Proof. We may view x1 and x2 as elements of L = GLm(k), which is the stabilizer in G of a
pair of complementary maximal totally singular subspaces of V . More precisely, as an element
of L we take

x1 = (I1, λI(m−1)/2, λ
−1I(m−1)/2) or (J3, J

(m−3)/2
2 )

and we note that the embedding of x2 is unique up to conjugacy in L. Set Y = D1 ×D2,
where Di = xLi , and note that

dimC1 = m2 +m− 2, dimC2 = m(m− 1),

dimD1 =
1

2
(m2 + 2m− 3), dimD2 =

1

2
(m2 − 1).

In view of the eigenspace dimensions of x1 and x2 on the natural module for L, by applying
Theorem 3 we deduce that L(y) contains L′ = SLm(k) for generic y ∈ Y .

Consider the morphism

φ : D1 ×D2 ×G→ C1 × C2, (d1, d2, g) 7→ (dg1, d
g
2).

We claim that a generic fiber of φ has dimension m2. To see this, first observe that if
y = (dg1, d

g
2) ∈ im(φ) then

{(dgh
−1

1 , dgh
−1

2 , h) : h ∈ L} ⊆ φ−1(y)

and thus dimφ−1(y) > dimL = m2. Therefore, it suffices to show there is a fiber of dimension
m2. Choose y ∈ D1 ×D2 ⊆ C1 × C2 so that L′ 6 G(y) 6 L. Then G(y) is not contained in
any other conjugate of L, so φ(d1, d2, g) = y only if g ∈ L and (dg1, d

g
2) = y. In particular, the

fiber φ−1(y) is determined by y and so it has dimension m2.

Therefore, in view of the dimensions of Ci and Di given above, we deduce that φ is dominant
and thus the image of φ contains a nonempty open subvariety of X = C1 ×C2. If x ∈ X is in
the image of φ, then G(x) is conjugate to a subgroup of L and thus (i) holds. Finally, let us
observe that the set of totally singular m-spaces of a given type can be identified with the
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homogeneous space G/P for some maximal parabolic subgroup P of G. By Lemma 2.5, XP

is closed and thus (i) implies that XP = X. This establishes part (ii). �

We can now establish Theorem 4 for G = SO(V ), where dimV = 2m and m > 5 is odd.
Recall that Ci = xGi and di = α(xi) is the maximal dimension of an eigenspace of xi on V .

Theorem 4.2. If m > 5 is odd and
∑

i di 6 n(r − 1), then ∆ is empty if and only if r = 2
and either x1, x2 are quadratic, or defined as in (13) (up to ordering).

Proof. If r = 2 and x1, x2 are either quadratic or defined as in (13), then ∆ is empty by
Lemmas 3.13 and 4.1. Therefore, it remains to show that ∆ is nonempty in all other cases.
We partition the proof into two cases. In order to explain the case distinction, recall that if xi
is unipotent then there is a unique unipotent conjugacy class yG of minimal dimension with
α(y) = di (see Section 3.4). We will refer to yG as the smallest unipotent class containing
elements with di Jordan blocks on V and it will be useful (in Case 2) to note that yG is
contained in the closure of xGi .

Case 1. If xi is unipotent, then Ci = xGi is the smallest conjugacy class in G of unipotent
elements with di Jordan blocks on V .

Suppose the given condition holds for all unipotent elements xi in (9). Let P = QL be the
stabilizer in G of a totally singular m-space W of V , where Q is the unipotent radical and
L = GL(W ) = GLm(k) is a Levi subgroup. Note that L is the stabilizer of a decomposition
V = W ⊕ W ′, where W ′ is also a totally singular m-space (since m is odd, W and W ′

represent the two G-orbits on the set of such spaces). We may identify Q with the kL-module
∧2(W ).

Up to conjugacy, we may embed each xi in L. Indeed, this is clear if xi is semisimple since
L contains a maximal torus of G; for unipotent xi, it follows from the hypothesis in Case
1 and the properties of unipotent classes discussed in Section 3.4 (specifically, the Jordan
blocks of xi occur with even multiplicity). If xi is unipotent, then Ci ∩ L = xLi . On the other
hand, if xi is semisimple then we may assume that if λ 6= ±1 is an eigenvalue of xi on V ,
then the multiplicities of λ on W and W ′ differ by at most 1.

Let d′i = ddi/2e be the maximal dimension of an eigenspace of xi on W . We claim that∑
i d
′
i 6 m(r − 1). This is clear if each di is even. Similarly, if exactly one di is odd then∑

i di 6 2m(r− 1)− 1 and once again the claim follows. More generally, suppose ` > 2 of the
di are odd and note that di 6 m if di is odd, otherwise di 6 2m− 2. If (`, r) 6= (2, 2), then

r∑
i=1

di 6 `m+ 2(r − `)(m− 1) 6 2m(r − 1)− `

and the result follows. Finally, if ` = r = 2 then we may assume x1 or x2 is non-quadratic, so
d1 + d2 6 2m− 2 and this justifies the claim.

Set
Y = D1 × · · · ×Dr = xL1 × · · · × xLr ⊆ X.

Since
∑

i d
′
i 6 m(r − 1), Theorem 3 implies that for generic y ∈ Y , either L(y) contains

L′ = SLm(k), or r = 2 and the xi are quadratic elements of L with respect to W . In the
latter situation, the xi also act quadratically on V , which is a case we have already handled.

By applying Lemma 3.5, it follows that for generic x ∈ X, G(x)0 is either irreducible on
V , or it has exactly two composition factors of dimension m. In addition, the rank of G(x) is
generically at least m− 1 by Corollary 2.13. Since L′ = SLm(k) contains regular semisimple
elements with distinct eigenvalues on V (that is, L′ contains elements that are strongly regular
on V ; see Definition 3.7), it follows that for generic x ∈ X, G(x)0 contains strongly regular
elements on V (by Lemma 3.10(ii)). In particular, G(x)0 does not generically preserve a
nondegenerate m-space (since m is odd, the stabilizer in G of a nondegenerate m-space does
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not contain an element with distinct eigenvalues on V ). As a consequence, either G(x)0 is
generically irreducible on V , or it has precisely two composition factors (both m-dimensional)
and any proper invariant subspace of V is totally singular. Since the totally singular m-spaces
of a fixed type (i.e. in a given G-orbit) form an irreducible projective variety, by applying
Lemma 2.5 we deduce that either

(a) G(x)0 acts irreducibly on V for generic x ∈ X; or

(b) for all x ∈ X, G(x)0 stabilizes a totally singular m-space (of a fixed type).

If (a) holds, then Corollary 3.11 implies that ∆ is nonempty. Therefore, to complete the
argument in Case 1, we need to rule out (b).

Seeking a contradiction, suppose (b) holds. Fix z = (z1, . . . , zr) ∈ X such that L′ 6
G(z)0 6 G(z) 6 L. Consider the set

X0 := zQ1 × · · · × z
Q
r ⊆ X

and note that G(y) 6 P and P ′ 6 G(y)Q for all y ∈ X0. We observe that if y ∈ X0, then
either G(y) is contained in a complement to Q in P , or G(y) contains Q (since QL′ 6 QG(y)).
Moreover, if y1, y2 are distinct elements of X0 and Q 66 G(yi) for i = 1, 2, then G(y1) and
G(y2) are contained in distinct complements to Q. Since H1(L′, Q) = 0 by [27], it follows
that the space of complements to Q in P coincides with the space of Q-conjugates of L and
so has dimension m(m− 1)/2 as a variety. On the other hand, aside from the special cases
recorded in the statement of the theorem, we see that

dimX0 = r dimQ−
r∑
i=1

dimQxi > dimQ =
1

2
m(m− 1)

by Corollary 3.30 and thus QL′ 6 G(y)0 for some y ∈ X0. In particular, there exists y ∈ X0

such that G(y)0 fixes a unique totally singular m-space (namely, W ) and it follows that the
set of y ∈ X such that G(y)0 fixes a totally singular m-space in the other orbit is contained a
proper closed subvariety of X.

But by applying the same argument with respect to the opposite parabolic subgroup of G
(namely, the stabilizer of the totally singular m-space W ′) we see that for some y ∈ X, G(y)0

does not fix any totally singular m-space in the orbit of W . This is a contradiction and the
proof is complete in Case 1.

Case 2. There exists a unipotent xi such that Ci = xGi is not the smallest conjugacy class of
unipotent elements in G with di Jordan blocks on V .

To complete the proof of the theorem, we may assume that we are in the situation described
in Case 2. Let yGi be the smallest unipotent class containing elements with di Jordan blocks
on V and recall that yGi is contained in the closure of xGi . In view of Lemma 2.2, we may
assume that G(x) 6= G for all x ∈ X̄ \X, which implies (by our work in Case 1) that r = 2
and either

(a) y1 and y2 are quadratic; or

(b) y1 and y2 have the form given in (13), up to ordering.

First assume y1 and y2 are both quadratic, so d1 = d2 = m (since d1 +d2 6 2m and di > m
for each i). But since m is odd, there are no quadratic unipotent elements in G with di = m,
so both classes are semisimple and thus x1, x2 are both quadratic, which is one of the special
cases appearing in the statement of the theorem. For the remainder, we may assume y1, y2
have the form given in (13), up to ordering, so d1 = m− 1 and d2 = m+ 1. We will consider
separately the cases p = 2 and p 6= 2.

Suppose p = 2, so x1 = y1 is semisimple, y2 is a unipotent involution of type am−1 and
the condition in Case 2 forces x2 to be of type cm−1. Set Y = yG1 × yG2 ⊆ X̄. As explained in
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the analysis of Case 1, there exists y ∈ Y such that SLm(k) 6 G(y), where SLm(k) fixes a
decomposition V = W ⊕W ′ into totally singular m-spaces. By Corollary 2.13, the rank of
G(x) is at least m− 1 for generic x ∈ X. Then by arguing as above, using Lemma 3.1, we
deduce that ∆ is nonempty if G(x)0 is generically irreducible on V .

To complete the proof for p = 2, we may assume G(x)0 is reducible on V for all x ∈ X,
with two m-dimensional composition factors for generic x. In particular, G(x)0 generically
fixes a totally singular m-space. Notice that x1 and x2 both commute with transvections and
so the two classes C1 and C2 are invariant under G.2 = On(k). Therefore, G(x)0 generically
preserves totally singular m-spaces of both types, which implies that G(x)0 is generically
contained in a Levi subgroup GLm(k). But this is a contradiction since every unipotent
involution in a Levi subgroup of this form is of type a in the notation of [1]; in particular, no
conjugate of x2 is contained in such a subgroup.

Finally, let us turn to the case p 6= 2. By arguing as above for p = 2, we see that either
∆ is nonempty, or each G(x)0 is contained in a Levi subgroup of the form GLm(k) (indeed,
G(x)0 generically preserves totally singular m-spaces of both types, in which case Lemma 2.5
forces this property to hold for all x ∈ X). Seeking a contradiction, let us assume each G(x)0

is contained in a Levi subgroup of the form GLm(k). There are two cases to consider.

First assume x2 and y2 are not conjugate. By passing to the closures of xG1 and xG2 , we
may assume that x1 and y1 are conjugate and dimxG2 is as small as possible (subject to
the constraints). This means that we may assume x2 has a Jordan block of size 3 and x1
acts nontrivially on a 3-dimensional nondegenerate space. Since SO3(k) can be topologically
generated by conjugates of any two nontrivial elements other than involutions (see [16,
Theorem 4.5]), there exists x ∈ X such that G(x) induces SO3(k) on a nondegenerate 3-space.
For such an element x, G(x)0 does not preserve a totally singular m-space (since such a space
would have to be contained in the orthogonal complement of the nondegenerate 3-space).
Therefore, by applying Lemma 2.5 we deduce that the set of x ∈ X such that G(x) preserves
a totally singular m-space (of either type) is a proper closed subvariety of X. But this is
incompatible with the fact that each G(x)0 is contained in a Levi subgroup of the form
GLm(k) and we have reached a contradiction.

Now assume x2 and y2 are conjugate. Given the assumption in Case 2, it follows that x1 is
unipotent and not conjugate to y1 = (J2

3 , J
m−3
2 ). If x1 is not contained in a Levi subgroup of

the form GLm(k), then we can repeat the argument above for p = 2 to obtain a contradiction.
So we may assume that the multiplicity of each Jordan block of x1 is even. Moreover, by
passing to closures, we may assume that x1 either has a Jordan block of size 4, or at least four
Jordan blocks of size 3 (with d1 = m− 1). Let Ω be the variety of totally singular m-spaces
of a fixed type. By arguing as in the proof of Lemma 4.1, it follows that dim Ωx1 < dim Ωy1

and thus

dim Ωx1 + dim Ωx2 < dim Ωy1 + dim Ωy2 = dim Ω.

Then by applying Lemma 3.14, we deduce that G(x) does not generically fix an m-space in
Ω and this final contradiction completes the proof of the theorem. �

4.1.2. m > 6 even. Now let us assume m > 6 is even. In the following lemma we define
Ci = xGi for i = 1, 2 as follows:

x1 = (I2, λIm−1, λ
−1Im−1), or p 6= 2 and x1 = (J2

3 , J
m−4
2 , J2

1 )

x2 = (Jm2 ); type am or a′m if p = 2
(14)

where λ ∈ k× and λ2 6= 1 (note that d1 = m − 1 if x1 is semisimple and d1 = m if x1 is
unipotent). Recall that if p = 2 then there are three G-classes of unipotent involutions with
Jordan form (Jm2 ), with representatives labelled am, a′m and cm in [1] – the involutions of
type am and a′m are conjugate in G.2 = O(V ).

Lemma 4.3. Suppose m > 6 is even, r = 2 and x1, x2 are defined as in (14).
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(i) There exists a nonempty open subvariety Y of X such that for all y ∈ Y , G(y)
preserves a complementary pair of maximal totally singular subspaces of V .

(ii) For all x ∈ X, G(x) preserves maximal totally singular subspaces of V .

In particular, ∆ is empty.

Proof. First observe that xG1 = xG.21 , which implies that x1 preserves totally singular m-spaces
of both types. On the other hand, x2 preserves a totally singular m-space of a fixed type.
With this observation in hand, the proof of the lemma is essentially identical to that of
Lemma 4.1 and we omit the details. �

Theorem 4.4. If m > 6 is even and
∑

i di 6 n(r − 1), then ∆ is empty if and only if r = 2
and either

(i) the xi are quadratic, or defined as in (14), up to ordering; or

(ii) p 6= 2 and x1 = (J3, J
m−2
2 , J1), x2 = (Jm2 ), up to ordering.

Proof. First observe that ∆ is empty in (i) and (ii). This is clear if the xi are quadratic and
it follows from Lemma 4.3 if x1 and x2 are defined as in (14). If (ii) holds, then C1 is in the
closure of the corresponding unipotent class in (14), so once again Lemma 4.3 implies that ∆
is empty. It remains to show that ∆ is nonempty in all other cases.

Let P = QL be the stabilizer in G of a totally singular 1-space 〈v〉, where Q is the
unipotent radical and L is a Levi subgroup. Set W = v⊥/〈v〉, which is a nondegenerate space
of dimension n− 2, and note that we may identify L′ with SO(W ). Let Di be the closure of
Ci. In terms of this notation, we make the following claim.

Claim. ∆ is nonempty if there exists gi ∈ Di ∩ L such that the Zariski closure of 〈g1, . . . , gr〉
contains L′.

To see this, suppose we can find elements gi with this property. Then Lemma 3.1 implies
that for generic x ∈ X̄ (and hence also for generic x ∈ X), G(x)0 has a composition factor on
V of dimension at least n− 2. In particular, G(x) is not generically an irreducible imprimitive
subgroup of G with respect to the natural module V . In addition, by combining the bound∑

i di 6 n(r − 1) with our results in Section 3.7 on subspace stabilizers, we deduce that G(x)
does not generically fix a 1-space nor a nondegenerate 2-space. Therefore, G(x) is generically
irreducible and primitive on V (which implies that G(x)0 is also generically irreducible). By
applying Corollary 2.13, we deduce that G(x) has rank m− 1 or m for generic x ∈ X. But
since m > 6, Lemma 3.12 implies that G does not have any proper connected irreducible
subgroups of rank m− 1 or m. Therefore, G(x) = G for generic x ∈ X and this justifies the
claim.

It remains to establish the existence of the gi. First assume that xi is semisimple and fix
a scalar λ ∈ k× such that the λ-eigenspace of xi has dimension di. Note that Di = Ci and
choose gi ∈ Di ∩ L with giv = λv. Let d′i be the dimension of the largest eigenspace of gi on
W . If we can choose λ 6= ±1, then either di 6 m and d′i = di − 1, or di 6 2m/3 and d′i = di
(in the latter case, xi has at least three distinct eigenvalues with di-dimensional eigenspaces
on V ). On the other hand, if the only di-dimensional eigenspace corresponds to an eigenvalue
±1, then either d′i = di − 2, or xi is an involution and d′i = di = m.

Now assume xi is unipotent. If di > m, then xi has at least two Jordan blocks of size
1 (and if p = 2, at least four such blocks) since the total number of Jordan blocks is even.
Therefore, in this situation we can choose gi ∈ Ci ∩ L with d′i = di − 2 (that is, gi has di − 2
Jordan blocks on W ). Now assume di 6 m and consider a Jordan block of xi of size e > 1. If
e is odd, then the closure of Ci contains an element with two Jordan blocks of size 1 (and one
of size e− 2), so in this case we can choose gi ∈ Di ∩ L with d′i = di. Similarly, if e is even,
then xi has at least two Jordan blocks of size e and the closure of Ci contains an element with
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two Jordan blocks of size 1 (and two of size e− 1), so once again we can choose gi ∈ Di ∩ L
with d′i = di.

For r > 3, if we choose gi ∈ Di ∩ L as above then
∑

i d
′
i 6 (n− 2)(r − 1) and by applying

Theorem 4.2 we deduce that the closure of 〈g1, . . . , gr〉 contains L′ = SO(W ) as required.

Finally, suppose r = 2, d1 + d2 6 n and we are not in cases (i) or (ii) in the statement of
the theorem. Then the previous argument goes through unless the chosen gi ∈ L are among
the special cases arising in the statement of Theorem 4.2. It just remains to handle these
special cases.

If g1 and g2 are both quadratic on W , then the condition d1 + d2 6 n implies that x1 and
x2 are both quadratic on V , as in part (i) of the theorem. So we may assume that g1 and
g2 are as in (13), up to reordering. In particular, g2 = (Jm−22 , J2

1 ), which is of type am−2 if
p = 2. Given the above construction of g2 from x2, it follows that the Jordan form of x2 is
one of the following:

(Jm2 ), (Jm−22 , J4
1 ), (J3, J

m−2
2 , J1), (J2

3 , J
m−4
2 , J2

1 ). (15)

First assume g1 = (I2, λIm−2, λ
−1Im−2) onW , so x1 = (I2, λIm−1, λ

−1Im−1) and d1 = m−1.
In turn, this implies that d2 6 m + 1, ruling out the second possibility for x2 in (15). We
now consider the cases p = 2 and p 6= 2 separately.

Suppose p = 2. Here x2 = (Jm2 ) is the only option and we may assume x2 is of type cm
(if x2 has type am or a′m then we are in one of the cases recorded in (14)). To handle this
case, we switch parabolics and work in the stabilizer of a totally singular m-space U . By
replacing x2 by an element of type am in the closure of C2, we see that for some x ∈ X̄, G(x)
contains the derived subgroup SLm(k) of a Levi subgroup of the stabilizer of U . Similarly, if
we replace x2 by an involution of type a′m then there exists y ∈ X̄ such that G(y) contains the
corresponding subgroup in the stabilizer of U ′, where U and U ′ represent the two G-orbits
on the set of all totally singular m-spaces. In the usual way, this shows that either

(a) G(x)0 is generically irreducible with rank at least m− 1; or

(b) G(x) generically preserves totally singular m-spaces of both types and the smallest
composition factor of G(x) on V is m-dimensional for generic x ∈ X.

If (a) holds then ∆ is nonempty. To eliminate (b), observe that the intersection of two totally
singular m-spaces of different types is nontrivial since m is even. In particular, if (b) holds
then G(x) generically preserves a space of dimension less than m, which is a contradiction.

Now let us assume that p 6= 2 (we are continuing to assume that g1 = (I2, λIm−2, λ
−1Im−2)

on W ). We consider the possibilities for x2 recorded in (15). If x2 = (Jm2 ) then we are in one
of the cases in (14), so we may assume x2 is one of the final two possibilities in (15). In both
cases, the closure of C2 contains an element with Jordan form (Jm2 ) and we note that there
are two such G-classes, which are fused in G.2 = O(V ). We can now argue as in the p = 2
case, working with the stabilizers of totally singular m-spaces of both types.

To complete the proof, we may assume p 6= 2 and g1 = (J2
3 , J

m−4
2 ). From the construction

of g2 given above, this forces x1 = (J2
3 , J

m−4
2 , J2

1 ) and once again we need to inspect the
possibilities for x2 given in (15). As above, the bound d1 + d2 6 n rules out the second
possibility, while x2 = (Jm2 ) gives one of the cases in (14). In the final two cases, we can
argue as above: there exists x ∈ X̄ such that G(x)0 contains the derived subgroup of a Levi
subgroup of the stabilizer of a totally singular m-space of either type and we conclude that
G(x) = G for generic x ∈ X. �

4.1.3. m ∈ {3, 4}. Here we consider the groups SO6(k) and SO8(k). Since SO6(k) is isogenous
to SL4(k), we can use Theorem 3 to state a result in terms of the 6-dimensional orthogonal
module V and the 4-dimensional linear module W (note that V = ∧2(W ) as a module for
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SL4(k)). As before, we set di = α(xi) with respect to the action of xi on V . In parts (i) and
(iii), we write λ for a scalar in k× with λ2 6= 1.

Theorem 4.5. If m = 3 and
∑

i di 6 6(r − 1), then ∆ is empty if and only if one of the
following holds:

(i) r = 3 and each xi is of the form (λI3, λ
−1I3) or (J2

2 , J
2
1 ).

(ii) r = 2 and x1, x2 are both quadratic on W .

(iii) r = 2, x1 = (λI3, λ
−1I3) or (J2

2 , J
2
1 ), and x2 is nonregular (up to ordering).

The result for SO8(k) is necessarily more complicated because there are three restricted
irreducible 8-dimensional modules (each a twist of the other by a triality graph automorphism).
Moreover, the dimensions of the eigenspaces on the three modules can differ for a given
element. For example, if p 6= 2 and x has Jordan form (J3, J

5
1 ) on one of the 8-dimensional

modules, then it has Jordan form (J4
2 ) on the other two.

We will work with the simply connected group G = Spin8(k) and we use the standard high
weight notation to denote the three modules of interest, namely Vj = L(ωj) for j = 1, 3 and
4. For g ∈ G, let αj(g) be the dimension of the largest eigenspace of g on Vj . In particular,
for the elements xi in (9), set dij = αj(xi).

Theorem 4.6. If G = Spin8(k), r > 4 and the xi in (9) are noncentral, then ∆ is nonempty.

Proof. Let V = L(ωj) for j = 1, 3 or 4, and let di be the maximal dimension of an eigenspace
of xi on V . Note that di 6 6 and thus

∑
i di 6 8(r − 1). In view of Lemma 2.2, it suffices to

show that G(x) = G for some x ∈ X̄. Since the closure of xGi contains the semisimple part of
xi (see [47, p.92], for example), we may assume that each xi is either semisimple or unipotent.
In fact, by the same argument, we may assume that each xi is either semisimple of prime
order or a long root element (that is, a unipotent element with Jordan form (J2

2 , J
4
1 ) on V ).

Let W be a totally singular 4-dimensional subspace of V and let P = QL be the stabilizer
of W in G, where Q is the unipotent radical and L = GL(W ) is a Levi subgroup. By applying
Theorem 3, we deduce that there exists x ∈ X̄ such that G(x)0 contains L′ = SL4(k). Similarly,
by applying a triality graph automorphism, there exists y ∈ X̄ such that G(y)0 contains
SL(W ′) = SL4(k), where W and W ′ represent the two G-orbits on totally singular 4-spaces.
We can also find z ∈ X̄ such that G(z)0 contains SO6(k), which is the derived subgroup of a
Levi subgroup of the stabilizer of a totally singular 1-space (recall that SO6(k) and SL4(k)
are isogenous, so the latter claim also follows from Theorem 3).

These observations imply that for generic x ∈ X, the smallest composition factor of
G(x)0 on V is at least 4-dimensional and the largest is at least 6-dimensional, whence G(x)0

is generically irreducible on V and has rank 3 or 4. Moreover, G(x)0 generically contains
semisimple elements with distinct eigenvalues on V (by Lemma 3.10) and so either ∆ is
nonempty, or G(x)0 is generically contained in a proper maximal rank subgroup of G (cf.
Corollary 3.11). But G has no proper maximal rank irreducible connected subgroups and
thus ∆ is nonempty. �

Our main result for 8-dimensional orthogonal groups is the following. Note that in the
statement of this theorem we return to assuming that the xi in (9) have prime order modulo
Z(G). Also note that if xi is an involution as described in part (i) or (ii) of the theorem, then
Ci = xGi is Aut(G)-invariant and so xi acts the same way on all three 8-dimensional modules.

Theorem 4.7. If G = Spin8(k) and
∑

i dij 6 8(r − 1) for all j, then ∆ is empty if and only
if r = 2 and either

(i) p 6= 2 and x1 = x2 = (−I4, I4); or

(ii) p = 2 and x1 = x2 are involutions of type c4.
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Proof. To begin with, let us assume r = 2. Clearly, if (i) or (ii) holds then x1 and x2 are
quadratic and thus ∆ is empty by Lemma 3.13. It remains to show that ∆ is nonempty in all
other cases. Set V = V1 and di = di1 for i = 1, 2. Note that if x1 and x2 are both quadratic on
V , then either d1j + d2j > 8 for some j in {1, 3, 4}, which is incompatible with the hypothesis
of the theorem, or we are in one of the special cases (i) or (ii) in the statement of the theorem.
Therefore, we may assume that x1 is not quadratic. There are several cases to consider.

First assume x1 and x2 are both unipotent, so p 6= 2 since x1 is non-quadratic. Suppose
d1 < 4, in which case p 6= 3 since x1 has order p modulo Z(G). Then by passing to closures,
we may assume that x1 = (J2

4 ) and x2 = (J2
2 , J

4
1 ) is a long root element. By Theorem 3, we

can choose y ∈ X̄ so that G(y)0 induces SL4(k) on a 4-dimensional totally singular subspace
of V . Then for generic x ∈ X, the smallest composition factor of G(x)0 on V is at least
4-dimensional. By applying the same argument to V3 and V4, we see that G(x)0 generically
has a composition factor on V of dimension at least 6 (since a Levi subgroup of the stabilizer
of a totally singular 1-space is conjugate via triality to a Levi of the stabilizer of a totally
singular 4-space). It follows that G(x)0 is generically irreducible on V , with rank at least 3
and it contains elements with distinct eigenvalues on V . But there are no proper connected
subgroups of G with these properties, whence G(x) = G for generic x ∈ X. If d2 < 4, the
result follows by interchanging x1 and x2.

Now assume di > 4 for i = 1, 2 (we are continuing to assume that r = 2 and the xi are
unipotent, with x1 non-quadratic). Then d1 = d2 = 4 and by passing to closures, if necessary,
we may assume that x1 = (J2

3 , J
2
1 ) and x2 = (J4

2 ). Note that x1 is conjugate to an element
in a Levi subgroup GL(W ) of the stabilizer in G of a totally singular 4-space W . It is also
conjugate to an element in a Levi subgroup GL(W ′), where W and W ′ represent the two
G-orbits on the set of totally singular 4-spaces in V . On the other hand, x2 is conjugate
to an element in GL(W ) or GL(W ′), but not both (in other words, x2 only fixes a pair of
complementary totally singular 4-spaces in one of the two G-orbits). Therefore, Theorem 3
implies that we can find y ∈ X̄ such that G(y) induces SL4(k) on a totally singular 4-space
and we can now repeat the argument presented in the previous paragraph.

Next assume r = 2 and x1 is semisimple (and non-quadratic), so x1 is conjugate to elements
in both Levi subgroups GL(W ) and GL(W ′) described above. The same conclusion holds
if x2 is semisimple. On the other hand, if x2 is unipotent then there is a unipotent element
y in the closure of C2 such that α(y) = d2 (with respect to V ) and some conjugate of y is
contained in GL(W ) or GL(W ′). We can now argue as above.

To complete the proof, it remains to show that ∆ is nonempty when r = 3 (since this
immediately gives the result for all r > 3). Without loss of generality, we may assume that
d1 6 4. Note that if x2 and x3 are unipotent, then by passing to closures we may assume
that x2 = x3 = (J2

2 , J
4
1 ) are long root elements. In all cases, by arguing as above for r = 2,

we see that there exists x, y ∈ X̄ such that G(x) induces a subgroup containing SL4(k) on a
totally singular 4-space and G(y) has a 6-dimensional composition factor on V . The result
now follows as above. �

4.2. Odd dimensional groups. To complete the proof of Theorem 4 for orthogonal groups,
we may assume G = SOn(k), where n = 2m+ 1, m > 1 and p 6= 2. We continue to adopt the
notation of the previous section (in particular, note that Z(G) = 1 and the xi in (9) have
prime order). We begin by handling a special case.

Lemma 4.8. Suppose m is odd and r = 2, where x1 is unipotent, d1 = m and d1 + d2 6 n.
Then ∆ is nonempty.

Proof. We use induction on m, noting that the case m = 1 follows by applying [16, Theorem
4.5] with respect to the isogenous group SL2(k) (note that x1 is a regular unipotent element).

For the remainder, let us assume that m > 3. By considering the closure of xG1 and appealing

to the information on unipotent classes in Section 3.4, we may assume that x1 = (J3, J
m−1
2 ).
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Note that the m-dimensional fixed space V x1 is totally singular, so x1 fixes a 2-dimensional
totally singular subspace of the natural module V . Also note that d2 6 m+ 1.

Case 1. x2 is unipotent.

Here d2 is odd, so d2 6 m. Since C1 is contained in the closure of any unipotent class
containing elements with at most m Jordan blocks on V , by passing to closures we may
assume that x1 = x2.

Let P = QL be the stabilizer in G of a totally singular 2-dimensional subspace W of
V , where Q is the unipotent radical and L is a Levi subgroup. As observed above, we
may assume that xi ∈ P . Note that we may identify the kL′-module Q/Q′ with the tensor
product U ⊗ U ′, where U and U ′ are the respective natural modules of the components of
L′ = SL2(k)× SO2m−3(k). Set Y = D1×D2, where Di is the set of elements in Ci ∩L acting
nontrivially on W . Then each gi ∈ Di has Jordan form (J3, J

m−3
2 ) on the nondegenerate

(2m− 3)-space preserved by L, so by induction and the result for SL2(k) (see [16, Theorem
4.5]), we deduce that G(y) contains L′ for generic y ∈ Y .

The Künneth formula gives H1(L′, Q/Q′) = 0 and one checks that

dim [gi, Q/Q
′] = 2m− 2 > 2m− 3 =

1

2
dimQ/Q′

for all (g1, g2) ∈ Y . Therefore, if we fix (g1, g2) ∈ Y then there exists q1, q2 ∈ Q such that
〈gq11 , g

q2
2 〉 is Zariski dense in P ′. By Lemma 3.5, this implies that for generic x ∈ X, G(x)0

has a composition factor of dimension at least 2m− 3 and does not fix a 1-space. If m > 5
then 2m− 3 > m and so G(x) cannot generically be imprimitive and irreducible on V . On
the other hand, if m = 3 then dimV = 7 is a prime and G has no positive dimensional
imprimitive subgroups. So in all cases, G(x) is not generically imprimitive and irreducible on
V . Clearly, no element of Ci acts nontrivially on a nondegenerate 2-space and we also note
that G(x) cannot act irreducibly on a 4-space (each element in Ci would have Jordan form
(J2

2 ) on such a space and so the action of G(x) would be reducible by Lemma 3.13). Therefore,
we see that for generic x ∈ X, either G(x)0 acts irreducibly on V , or G(x) preserves a totally
singular 2-space. Moreover, G(x)0 generically contains elements with distinct eigenvalues on
V (that is, elements that are strongly regular on V ).

Let Ω = G/P be the variety of 2-dimensional totally singular subspaces of V . We need
to compute dim Ωx1 . Suppose W ∈ Ωx1 . If x1 acts trivially on W , then W is contained in
the 1-eigenspace V x1 , which as noted above is a totally singular m-space. The variety of
2-dimensional subspaces of V x1 has dimension 2(m− 2). On the other hand, if x1 is nontrivial
on W , then W contains a nonzero vector in the hyperplane

V0 = {v ∈ V : (x1 − In)2v = 0}.

Let V ′0 denote the set of singular vectors in V0. This is a hypersurface in V0 and so it has
dimension n− 2 = 2m− 1. Let V ′′0 = V ′0 \ V x1 and consider the map from V ′′0 to Ωx1 given
by v 7→ 〈v, x1v〉. This is a surjection and all fibers are 2-dimensional (the fiber of 〈v, x1v〉
consists of the vectors av + bx1v with a 6= 0). Therefore dim Ωx1 = 2m− 3 and thus

dim Ωx1 + dim Ωx2 = 4m− 6 < dim Ω = 4m− 5,

so for generic x ∈ X, G(x) does not fix a totally singular 2-space.

We conclude that G(x) is generically irreducible on V (and also primitive). Finally, since
G(x) generically contains elements that are strongly regular on V , we deduce that either G(x)
is generically contained in a proper maximal rank subgroup of G, or ∆ is nonempty. But G
does not have a proper primitive irreducible maximal rank subgroup, whence ∆ is nonempty.

Case 2. x2 is semisimple.
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To complete the proof, we may assume x2 is semisimple. First suppose x2 is an involution,
so x2 = (−Im+1, Im) since d2 6 m+ 1. Define P = QL and Ω = G/P as in Case 1. Note that
we may embed x2 in L so that it has distinct eigenvalues on the 2-dimensional totally singular
subspace W preserved by P . Visibly we have dim Ωx2 = 2m− 3 (the largest component arises
by choosing totally singular 1-spaces from each eigenspace of x2) and the result now follows
by repeating the argument in Case 1 for C1 = C2.

Finally, let us assume x2 is semisimple of odd prime order. If dimV x2 = d2 then d2 is odd
and thus d2 6 m. If not, then since each eigenvalue λ ∈ k× \ {±1} has the same multiplicity
as λ−1, we still deduce that d2 6 m. As above, by induction we may assume that x2 ∈ L and
L′ 6 G(x) for generic x ∈ X. Then a straightforward calculation shows that dim Ωx2 6 2m−3
and we can now repeat the argument in Case 1. �

We will also need the following technical lemma on fixed spaces for the action of G = SO9(k)
on totally singular 4-spaces.

Lemma 4.9. Suppose that m = 4 and Ω is the variety of 4-dimensional totally singular
subspaces of the natural module V .

(i) If g = (J3
3 ) or (I3, λI3, λ

−1I3) for some λ ∈ k× \ {±1}, then dim Ωg = 3.

(ii) If g = (J4
2 , J1), then dim Ωg = 6.

Proof. First observe that dim Ω = 10. The result for g = (I3, λI3, λ
−1I3) is clear since each

W in Ωg intersects the nondegenerate 1-eigenspace of g in a totally singular 1-space, while
dim(W ∩ U) 6 3 if U is the λ-eigenspace.

Now assume g = (J3
3 ) is unipotent. Let Ω1 be the set of spaces in Ωg on which g acts

quadratically and let U be a space in Ω1. Then U is a subspace of W = ker(g − I)2, which
is a 6-dimensional space with a 3-dimensional radical W1 (the fixed space of g on V ). Note
that W/W1 is a nondegenerate 3-space and so every maximal totally singular subspace is
1-dimensional. It follows that U must contain W1 and the map U 7→ U/W1 from Ω1 to the set
of 1-dimensional totally singular subspaces of W/W1 is an isomorphism of varieties. Therefore
dim Ω1 = 1.

So it suffices to show that dim Ω0 = 3, where Ω0 is the set of spaces U in Ωg such that g
acts on U with a Jordan block of size 3. Let U be a space in Ω0 and set U1 = U ∩V g, which is
a 2-dimensional space. Then U/U1 is a g-invariant totally singular 2-dimensional subspace of
U⊥1 /U1, which is 5-dimensional and nondegenerate. Moreover, g has Jordan form (J3, J

2
1 ) on

this 5-space. Let R be the variety of 2-dimensional totally singular subspaces in U⊥1 /U1, so R
is irreducible and dimR = 3. We can identify R with the variety of 1-dimensional subspaces
in a 4-dimensional symplectic space. Under this identification, since g has Jordan form (J2

2 )
on the symplectic 4-space, we see that dimRg = 1. Therefore, the variety of g-invariant
totally singular 4-spaces whose intersection is a fixed hyperplane in V g is 1-dimensional. Let
f be the morphism from Ω0 to the variety of hyperplanes in V g sending U to U ∩ V g. The
image of f is 2-dimensional and we have shown that every fiber is 1-dimensional, whence
dim Ω0 = 3 as required.

To complete the proof, let us assume g = (J4
2 , J1). Let S = V g, so dimS = 5 and the radical

R = im(g− 1) of S is 4-dimensional. Let Ωi be the set of spaces U in Ωg with dim(U ∩S) = i.
We claim that dim Ωi 6 6 for each i, with equality when i = 2. Fix U in Ωg and observe that
dim(U ∩ S) > 2 since g is quadratic.

If dim(U ∩ S) = 4, then U = R and thus dim Ω4 = 0. Next assume dim(U ∩ S) = 3. Here
U/(U ∩ S) is a 1-dimensional totally singular subspace of the 3-dimensional nondegenerate
space (U ∩ S)⊥/(U ∩ S). Now the variety of 1-dimensional totally singular subspaces of a
3-dimensional orthogonal space has dimension 1 and we deduce that dim Ω3 = 4 since the
variety of hyperplanes in S is 3-dimensional. Finally, suppose dim(U ∩S) = 2. Here U/(U ∩S)
is a totally singular g-invariant subspace of the nondegenerate 5-space (U ∩ S)⊥/(U ∩ S).
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Since g acts nontrivially on this space, it must correspond to a long root element in SO5(k)
(that is, it must have Jordan form (J2

2 , J1) on this 5-space). We can identify the action of
g on the variety of totally singular 2-spaces in this orthogonal 5-space with the action of
(J2, J

2
1 ) on 1-dimensional subspaces of the corresponding 4-dimensional symplectic space. It

follows that the fixed space of g on the variety of 2-dimensional totally singular subspaces of
(U ∩ S)⊥/(U ∩ S) is 2-dimensional. Finally, since the variety of 2-dimensional totally singular
subspaces of S is 4-dimensional, we conclude that dim Ω2 = 6. This justifies the claim and
the proof of the lemma is complete. �

We are now ready to prove Theorem 4 for odd-dimensional orthogonal groups. Note that
if r = 2 and x1, x2 are quadratic then d1 + d2 > n and so this case does not arise in the
following statement.

Theorem 4.10. Suppose G = SOn(k), where n = 2m + 1, m > 1 and the xi in (9) have
prime order. If

∑
i di 6 n(r − 1) then ∆ is empty if and only if one of the following holds:

(i) r = 3, m = 2 and xi = (J2
2 , J1) for all i.

(ii) r = 2, m > 2 is even, x1 = (Jm2 , J1) and x2 = (I1, λIm, λ
−1Im) for some λ ∈ k×\{±1},

up to ordering.

Proof. First we show that ∆ is empty in cases (i) and (ii). Suppose m = 2. Here we work in
the isogenous group Sp(W ) = Sp4(k), in which case x1 has Jordan form (J2, J

2
1 ) on W and

thus any three conjugates of x1 fix a nonzero vector in W . This gives the desired conclusion
in (i). In (ii) we calculate that dimC1 = m2 and dimC2 = m2 +m, so dimX = dimG and
thus Corollary 3.22 implies that G(x) acts reducibly on V for all x ∈ X. In particular, ∆ is
empty.

To complete the proof of the theorem, it remains to show that ∆ is nonempty in all other
cases. We proceed by induction on m, noting that SO3(k) ∼= PSL2(k) and so the result holds
for m = 1 by [16, Theorem 4.5].

Now assume m > 2. In view of Lemmas 3.32, 3.34 and 3.36, we see that the bound∑
i di 6 n(r − 1) implies that for generic x ∈ X, G(x) does not fix a 1-space (of any type)

nor a nondegenerate 2-space. The case m = 2 requires special attention.

Case 1. m = 2.

For m = 2 we claim that it suffices to prove that G(x) is generically irreducible on V (recall
that G(x) is generically positive dimensional by Lemma 3.31). To justify the claim, first
observe that the only proper positive dimensional irreducible subgroup of G is H = PSL2(k),
up to conjugacy, with p 6= 3. So let us assume p 6= 3 and set Y = G/H. Let g ∈ H be a
nontrivial element. Since dim(gG ∩H) 6 2 and dim gG > 6, it follows that dimY g < 1

2 dimY
(see (10)) and thus Lemma 3.14 implies that G(x) is not generically contained in a conjugate
of H. This justifies the claim.

As noted above, G(x) does not generically preserve a 1-dimensional subspace of V nor a
nondegenerate 2-space. Therefore, G(x) is either generically irreducible (in which case ∆ is
nonempty, as explained above), or every G(x) fixes a totally singular 2-space. The stabilizer
of a totally singular 2-space in G corresponds to the stabilizer in Sp4(k) of a 1-dimensional
subspace in the 4-dimensional symplectic module W . Therefore, we just need to determine
when the standard inequality

∑
i d
′
i 6 4(r − 1) holds, where d′i is the maximal dimension of

an eigenspace of xi on W .

This clearly holds if r > 4. For r = 3, the inequality fails if and only if each xi is a
transvection on W , which gives the case recorded in part (i) of the theorem. Finally, suppose
r = 2 and the inequality does not hold. Then up to reordering, noting that d1 + d2 6 5, we
may assume x1 is a transvection on W and x2 is not regular (that is, x2 has a 2-dimensional
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eigenspace on W ). If x2 is unipotent or an involution, then d1+d2 > 5, which is a contradiction.
The remaining case is given in (ii).

Case 2. m > 3.

Now assume m > 3. Let P = QL be the stabilizer in G of a totally singular 1-space spanned
by v ∈ V , where Q is the unipotent radical and L is a Levi subgroup. Choose gi ∈ Ci ∩ P
and let d′i be the dimension of the largest eigenspace of gi acting on the nondegenerate
(n − 2)-dimensional space U = v⊥/〈v〉. We embed each gi in P so that d′i is as small as
possible.

Case 2.1.
∑

i d
′
i 6 (r − 1)(n− 2).

Suppose
∑

i d
′
i 6 (r − 1)(n− 2). To begin with, we will assume we are not in one of the

special cases recorded in parts (i) and (ii) (with respect to the action of gi on U). Then by
induction, G(x)0 generically has a composition factor on V of dimension at least n− 2. Since
G(x) does not generically fix a nondegenerate 2-space nor any 1-space, it follows that G(x) is
generically irreducible on V with rank m− 1 or m. If m > 4, then Lemma 3.12 implies that
there is no proper subgroup of G with these properties, whence G(x) = G for generic x ∈ X.

Now assume m = 3. If G(x) has rank 3 for any x (and so for generic x), then G(x) is
generically a rank 3 irreducible subgroup. By inspection, we see that there is no proper
subgroup of G with this property and thus ∆ is nonempty. Therefore, we may assume G(x)
has rank 2 for generic x ∈ X. Recall that there exists x ∈ X such that QL′ 6 G(x). This
implies that f(G(x)) is contained in the closure of f(L′), where f : G → M7(x) is the
morphism in (8), sending g ∈ G to its characteristic polynomial on V , which is contained
in the variety M7(x) of monic polynomials in k[x] of degree 7. In particular, this implies
that G(x) does not contain elements with distinct eigenvalues on V (since the 1-eigenspace
of any element in QL′ is at least 3-dimensional). Now the only connected irreducible rank 2
subgroups of G are G2 and A2 (the latter occurring only for p = 3). But the weight spaces on
V for the maximal tori of these subgroups are all 1-dimensional, so they both contain regular
semisimple elements and we have reached a contradiction.

To complete the argument in Case 2.1, we may assume that we are in one of the special
cases recorded in parts (i) and (ii) of the theorem (in terms of the action of gi on the
(n− 2)-space U). In particular, r 6 3 and m is odd.

First assume m = 3. If xi is unipotent and not of the form (J2
2 , J

3
1 ), then xi has a Jordan

block of size at least 3 and clearly we may choose gi ∈ Ci ∩P so that it does not have Jordan
form (J2

2 , J1) on U . It follows that if we are forced to be in one of the special cases recorded in
(i) and (ii) (with respect to the action on U), then the original elements xi ∈ G must also be
of the form given in one of these special cases (for the action on V ). This is a contradiction.

Now assume m > 5. Here r = 2 and we may assume that x1 is unipotent and x2 =
(I1, λIm, λ

−1Im) is semisimple. The condition d1 + d2 6 n implies that d1 6 m+ 1 and thus
d1 6 m since m is odd. In particular, x1 must have a Jordan block of size at least 3 and as
noted above we may choose g1 ∈ Ci ∩ P so that it does not have Jordan form (Jm−12 , J1) on
U . Once again, we have reached a contradiction.

Case 2.2.
∑

i d
′
i > (r − 1)(n− 2).

For the remainder of the proof we may assume that
∑
d′i > (r − 1)(n− 2). Note that if xi

is semsimple, then either d′i = di − 2 or one of the following holds:

(a) xi is an involution with di = m+ 1 and d′i = m;

(b) xi has odd order, di 6 m and d′i = di − 1; or

(c) xi has odd order and di = d′i 6 n/3.



44 TIMOTHY C. BURNESS, SPENCER GERHARDT, AND ROBERT M. GURALNICK

Similarly, if xi is unipotent, then either d′i = di − 2, or xi has at most one Jordan block of
size 1 and di = d′i 6 m+ ε, where ε = 1 if m is even, otherwise ε = 0 (note that di is always
odd if xi is unipotent).

Next observe that if d′i = di − 2 for all but at most one i, then
∑

i d
′
i 6 (r − 1)(n − 2),

which is a contradiction. Similarly, the above observations imply that if d′i 6= di − 2 for three

distinct i, say i = 1, 2, 3, then
∑3

i=1 d
′
i 6 2(2n− 1) and thus

∑
i d
′
i 6 (r− 1)(n− 2). Therefore,

up to reordering the Ci, we may assume that d′i = di − 2 if and only if i > 3. Notice that if
x1 and x2 are semisimple, then either d′i = di − 1 or di = d′i 6 n/3 for i = 1, 2, which implies
that

∑
i d
′
i 6 (r− 1)(n− 2). Therefore, we may assume x1 is unipotent with d1 = d′1 6 m+ ε.

In particular, d1 is odd.

First assume m > 3 is odd, so d1 6 m (since d1 is odd). Suppose x2 is unipotent. If
d2 < m, then d2 6 m − 2 and this is incompatible with the bound on

∑
i d
′
i. On the

other hand, if d2 = m then by passing to the closures of C1 and C2, we may assume that
x1 = x2 = (J3, J

m−1
2 ). Let us also observe that if x2 is semisimple, then d2 6 m + 1 and

d1 = m (indeed, if d1 6 m−2 then it is easy to check that
∑

i d
′
i 6 (r−1)(n−2)). Therefore, in

both cases Lemma 4.8 implies that 〈y1, y2〉 is Zariski dense in G for generic (y1, y2) ∈ C1×C2

and the result follows.

To complete the proof, we may assume m > 4 is even and x1 is unipotent with d1 = d′1 6
m+ ε. We partition the analysis into three subcases.

Case 2.2.1. m > 4 even, x2 is unipotent, r > 3.

Here we assume r > 3 and x2 is unipotent, so d1 + d2 = d′1 + d′2 > n− 2 and di 6 m+ 1 for
i = 1, 2. By passing to closures, we may assume that x1 = x2 = (Jm2 , J1). Note that for any

class C3 we have
∑3

i=1 di 6 2n and so we may assume that r = 3. Since
∑

i d
′
i > 2(n− 2), it

follows that d′3 > n− 4 and d3 = d′3 + 2 > n− 2, so x3 is one of the following:

(J3, J
n−3
1 ), (J2

2 , J
n−4
1 ), (−In−1, I1).

First assume x3 is unipotent. Then by passing to closures once again, we may assume that
x3 = (J2

2 , J
n−4
1 ). By applying [16, Theorem 4.5], we see that there exists (y1, y2) ∈ C1 × C2

such that J = SL2(k)m/2 is the Zariski closure of 〈y1, y2〉 (as a kJ-module, V is a direct sum
of m 2-dimensional spaces and a copy of the trivial module). In particular, there exists a
conjugacy class D = zG ⊆ C1C2 of prime order semisimple elements such that each eigenspace
of z on V is at most 2-dimensional. If d′ denotes the dimension of the largest eigenspace of z
on U , then d′ + d′3 = n− 2. Therefore, if we set X ′ = D × C3 then our earlier work in Case
2.1 implies that G = G(y) for generic y ∈ X ′ and we conclude by applying Lemma 3.17.

To complete the analysis of Case 2.2.1, we may assume r = 3 and x3 = (−In−1, I1) is
a pseudoreflection. Fix (y1, y2) ∈ C1 × C2 such that the Zariski closure of 〈y1, y2〉 is the

subgroup J = SL2(k)m/2 described above. Note that J fixes only finitely many nondegenerate
subspaces of V and so there is a nonempty open subset of C3 such that no element in this
open set fixes a proper nondegenerate space fixed by J .

Next observe that the variety of 2-dimensional totally singular subspaces fixed by J is
1-dimensional. Let us also note that for y3 ∈ C3, the variety of y3-invariant totally singular
2-spaces coincides with the variety of all 2-dimensional totally singular subspaces of the
(−1)-eigenspace of y3. The latter variety has codimension at least 2 in the variety of all totally
singular 2-dimensional subspaces of V . Therefore, we may choose y3 ∈ C3 so that it does not
preserve any J-invariant totally singular 2-space (nor any J-invariant proper nondegenerate
subspace). Given x = (y1, y2, y3) ∈ X with the above properties, we see that G(x) is either
irreducible, or it must preserve a totally singular subspace. But y3 preserves such a space
if and only if it is contained in its (−1)-eigenspace. So if G(x) fixes a totally singular space
W , then any J-invariant subspace of W is G(x)-invariant as well. Since every irreducible
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kJ-submodule of V is 2-dimensional (or trivial), this would imply that G(x) fixes a totally
singular 2-space, contrary to the choice of y3. Thus for generic y3 ∈ C3, G(x) is irreducible.

Finally, we claim that G(x) acts primitively on V (for x = (y1, y2, y3) ∈ X as above).
Suppose G(x) is imprimitive, so it preserves a decomposition V = V1 ⊕ · · · ⊕ Vt, where t > 3
is odd and G(x) acts transitively on the set of summands (since G(x) is irreducible). Since
J < G(x) is connected, it must fix each summand in this decomposition. But then 〈y3〉 must
act transitively on the summands, which is a contradiction since t > 3 and y3 is an involution.
Therefore, G(x) is a primitive irreducible group containing psuedoreflections and it is well
known that this implies that G(x) = G (see [22, Theorem 8.3] for a much more general
result).

Case 2.2.2. m > 4 even, x2 is unipotent, r = 2.

Now assume r = 2 and x2 is unipotent, so di = d′i 6 m + 1 is odd and we have 2m 6
d1 + d2 6 2m+ 1. Up to reordering, we may assume that d1 = m+ 1 and d2 = m− 1. Then
by passing to closures, we may assume that x1 = (Jm2 , J1) and x2 = (J3

3 , J
m−4
2 ). Let P = QL

be the stabilizer in G of a totally singular m-space W , where Q is the unipotent radical and
L is a Levi subgroup.

First assume that m = 4. Here we can choose y1 ∈ C1 so that it has Jordan form (J3, J1)
on W . By Theorem 3, there exists x ∈ X so that G(x) = G(x)0 acts as SL4(k) on W and
acts uniserially on V . For generic x ∈ X it follows that G(x) has rank at least 3, the smallest
nonzero G(x)-invariant subspace is at least 4-dimensional and G(x) is generically primitive.
Since x2 does not preserve a 4-dimensional nondegenerate space, we see that G(x) is either
generically irreducible and primitive, or it generically preserves a totally singular 4-space. Let
Ω be the homogeneous variety of totally singular 4-spaces. By Lemma 4.9 we have dim Ωx1 = 3
and dim Ωx2 = 6. Therefore, dim Ωx1 + dim Ωx2 < dim Ω = 10 and so for generic x, G(x)
does not preserve a totally singular 4-space. In view of Lemma 3.12, we conclude that ∆ is
nonempty.

Now assume m > 6. We can choose y ∈ X such that G(y) = QL′ (here we are using
Theorem 3, working with elements in C1 and C2 that stabilize a totally singular m-space).
Note that EndQL′(V ) = k and so for generic x ∈ X, dim EndG(x)0(V ) = 1 and thus V is

an indecomposable kG(x)0-module. By induction, we can choose x ∈ X so that G(x) =
SL2(k)× SOn−4(k), which is the derived subgroup of a Levi subgroup of the stabilizer of a
totally singular 2-space. Therefore, for generic x ∈ X we observe that the smallest nonzero
G(x)0-invariant subspace has dimension at least m, and G(x)0 also has a composition factor
of dimension at least n− 4. This forces G(x)0 to be generically irreducible of rank at least
m− 1 and then Lemma 3.12 implies that G(x) = G for generic x.

Case 2.2.3. m > 4 even, x2 is semisimple.

Finally, to complete the proof of the theorem we may assume m > 4 is even and x2
is semisimple. Recall that x1 is unipotent with d1 = d′1 and we may assume that either
d′2 = d2 − 1, or m = 4 and d2 = d′2 = 3. The condition

∑
i d
′
i > (r − 1)(n− 2) implies that

d′1 + d′2 > 2m, so x1 = (Jm2 , J1) and either x2 = (I1, λIm, λ
−1Im), or x2 = (−Im, Im+1), or

m = 4 and d2 = d′2 = 3.

First assume x2 = (I1, λIm, λ
−1Im), so d′1 + d′2 = 2m. If r > 3, then

r∑
i=1

d′i 6 2m+ (r − 2)(n− 3) 6 (r − 1)(n− 2),

which is incompatible with the defining condition of Case 2.2. On the other hand, if r = 2
then we are in the special case identified in part (ii) of the theorem.
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Next assume x2 = (−Im, Im+1). Here d1 = d′1 = d2 = m+ 1 and d′2 = m, so the condition∑
i di 6 n(r− 1) implies that r > 3. In addition, the inequality

∑
d′i > (r− 1)(n− 2) implies

that r = 3 and x3 = (−I2m, I1). As in Case 2.2.1, we can choose yi ∈ Ci, i = 1, 2 such that

J = SL2(k)m/2 is the Zariski closure of 〈y1, y2〉. Then by repeating the argument in Case
2.2.1, we can find y3 ∈ C3 such that G(x) = G for x = (y1, y2, y3) ∈ X.

Finally, let us assume m = 4 and d2 = d′2 = 3. First observe that we can choose a ∈ X
such that G(a) contains L′ = SL4(k), where L is a Levi subgroup of the stabilizer in G of a
totally singular 4-space. In particular, the rank of G(x) is generically at least 3 and as above
it suffices to show that G(x) is generically irreducible on V .

Since G(a) does not preserve any 2-dimensional or 3-dimensional spaces, and G(x) does not
generically fix a totally singular 4-space by Lemma 4.9, it follows that if G(x) is not generically
irreducible, then G(x) must preserve a nondegenerate 5-space for generic x ∈ X. On such
a 5-space, an element of C2 either has a 3-dimensional 1-eigenspace, or two 2-dimensional
eigenspaces. In the first case, we see that G(x) fixes a 1-space, while G(x) fixes a 2-space in
the latter (this is the exception for m = 2). As noted above, neither possibility can occur,
so G(x) does not generically fix a nondegenerate 5-space and the proof of the theorem is
complete. �

5. Proof of Theorem 4: Symplectic groups

In this section we complete the proof of Theorem 4 by handling the symplectic groups
G = Sp(V ) = Spn(k), where n = 2m with m > 2 and k is an uncountable algebraically closed
field of characteristic p > 0. We continue to define X as in (9), where each xi has prime order
modulo Z(G). We consider separately the cases where p 6= 2 and p = 2.

5.1. Odd characteristic. In this section we assume p 6= 2, so Z = Z(G) = 〈−In〉. We begin
by considering the special case m = 2.

Theorem 5.1. Suppose m = 2 and p 6= 2. If
∑

i di 6 4(r− 1) then ∆ is empty if and only if
one of the following holds (up to ordering and conjugacy):

(i) r = 2 and x1, x2 are quadratic.

(ii) r = 2, x1 = (−I2, I2) and x2 is non-regular.

(iii) r = 3, x1 = x2 = (−I2, I2) and x3 is quadratic.

(iv) r = 4 and xi = (−I2, I2) for all i.

Proof. First assume that we are in one of the cases labelled (i)-(iv). If y = (y1, . . . , yr) ∈ X
then in each case it is easy to check that the yi preserve a common 1-dimensional subspace of
the 5-dimensional orthogonal module kG-module W . In particular, ∆ is empty. To complete
the proof, we need to show that ∆ is nonempty in all the remaining cases.

This essentially follows from the corresponding result for Spin5(k) in Theorem 4.10. For
each g ∈ G, let α(g) (respectively, β(g)) be the dimension of the largest eigenspace of g on V
(respectively, W ). Since W ⊕ k ∼= ∧2(V ), we have the following relationship between α and β
(here λ ∈ k× is a scalar with λ2 6= 1):

(a) If g = (−I2, I2) then α(g) = 2 and β(g) = 4.

(b) If g is semisimple, α(g) = 2 and g is not an involution, then either g = (λI2, λ
−1I2)

and β(g) = 3, or g = (I2, λI1, λ
−1I1) and β(g) = 2.

(c) If g is regular, then α(g) = β(g) = 1.

(d) If g = (J2, J
2
1 ) is a long root element, then α(g) = β(g) = 3.

(e) If g = (J2
2 ) is a short root element, then α(g) = 2 and β(g) = 3.

So by applying Theorem 4.10, we deduce that if r > 4 then ∆ is nonempty unless r = 4
and each xi is an involution acting as (−I4, I1) on W . This corresponds to the case recorded



TOPOLOGICAL GENERATION OF SIMPLE ALGEBRAIC GROUPS 47

in part (iv). Similarly, the exceptional cases for r = 2, 3 are easily determined from the above
information in (a)-(e). �

Remark 5.2. The previous result implies that if G = Sp4(k) and p 6= 2, then ∆ is nonempty
if and only if there exists x ∈ X such that G(x)0 is irreducible on both the symplectic and
orthogonal kG-modules.

For the remainder of Section 5.1, we may assume that m > 3. It turns out that the cases
m ∈ {3, 4} also require special attention. In particular, we will need the following technical
lemma on fixed point spaces for certain actions of G = Sp6(k). Recall that α(g) denotes the
dimension of the largest eigenspace of g ∈ G on the natural module V .

Lemma 5.3. Suppose m = 3, p 6= 2 and let P = QL be the stabilizer in G of a totally
isotropic 3-space, where Q is the unipotent radical and L is a Levi factor. Set X1 = G/P
and X2 = G/N , where N = NG(L) = L.2, so dimX1 = 6 and dimX2 = 12. Let g ∈ G be an
element of prime order modulo Z(G).

(i) If g = (−I2, I4) then dimXg
1 = 4 and dimXg

2 = 8.

(ii) If g = (J2, J
4
1 ) or (J3

2 ) then dimXg
1 = 3 and g has no fixed points on X2.

(iii) If g = (J2
2 , J

2
1 ) or g = (I4, λI1, λ

−1I1) for some λ ∈ k× \ {±1}, then dimXg
1 = 3 and

dimXg
2 = 6.

(iv) If g = (λI3, λ
−1I3) for some λ ∈ k× \ {±1}, then dimXg

1 = 2 and dimXg
2 = 4 + ε,

where ε = 2 if λ2 = −1, otherwise ε = 0.

(v) If g = (J2
3 ) then dimXg

1 = 2 and dimXg
2 = 4.

(vi) If g is semisimple of odd order and α(g) 6 2, then dimXg
1 6 2 and dimXg

2 = 1 + ε,
where ε = 3 if 1 is an eigenvalue, otherwise ε = 0.

Proof. This is a straightforward computation using (10), which states that if Y = G/H is a
homogeneous space, then

dimY − dimY g = dim gG − dim(gG ∩H)

for all g ∈ H. We omit the calculations. Note that if g ∈ N , then either g ∈ L, or g2 is the
central involution in G. �

We can now prove the main result for G = Sp6(k) with p 6= 2 (note that the elements in
parts (ii) and (iii) are described up to conjugacy and multiplication by −1).

Theorem 5.4. Suppose m = 3, p 6= 2 and the xi in (9) have prime order modulo Z(G). If∑
i di 6 6(r − 1) then ∆ is empty if and only if one of the following holds (up to ordering):

(i) r = 2 and x1, x2 are quadratic.

(ii) r = 2, x1 = (−I2, I4) and x2 = (J2
3 ) or (I2, λI2, λ

−1I2) for some λ ∈ k× \ {±1}.
(iii) r = 3 and xi = (−I2, I4) for all i.

Proof. First we show that ∆ is empty in the cases described in parts (i)-(iii). This is clear
in (i) (see Lemma 3.13). In cases (ii) and (iii) we claim that G(x) generically fixes a totally
isotropic 3-space (and so every G(x) fixes a totally isotropic 3-space).

To see this, let Y be an irreducible component of X ∩ Lr of maximal dimension, where
L is a Levi subgroup of the stabilizer of a totally singular 3-space. By applying Theorem
3, we deduce that G(y) contains L′ = SL3(k) for generic y ∈ Y . Next consider the map
f : G× Y → X given by f(g, y) = yg, where yg = (yg1 , . . . , y

g
r ) for y = (y1, . . . , yr). Then for

generic y ∈ Y , we have f−1(y) = {(g, y) : g ∈ L} since G(y) contains SL3(k). It follows that
a generic fiber of f is 9-dimensional and thus Lemma 5.3 implies that f is dominant and thus
XL is open and dense in X. The claim follows.
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It remains to show that ∆ is nonempty in the remaining cases. The following claim will
play a key role in the proof.

Claim. ∆ is nonempty if G(x) is generically primitive on V .

To prove the claim, let us assume G(x) is generically primitive and note that this is
equivalent to assuming that G(x)0 is generically irreducible on V . Now the only maximal
primitive positive dimensional closed connected subgroups of G are A1A1 = SO3(k)⊗ Sp2(k)
and A1 (with p 6= 3, 5 in the latter case). Let H = A1A1 and set Ω = G/H, so dim Ω = 15.
Then dim(Ci ∩H) 6 4, with dim(Ci ∩H) = 2 if xi is an involution. In addition, we note that
Ci ∩H is empty if xi = (J2, J

4
1 ) and by applying (10) we conclude that dim Ωg 6 7 for all

noncentral g ∈ G. Therefore, Lemma 3.14 implies that G(x) is not generically contained in a
conjugate of H. An even easier argument handles the case H = A1 since dim(Ci ∩H) 6 2 for
all i. This justifies the claim.

We now partition the remainder of the proof into several cases.

Case 1. x1 is either semisimple with at least 4 distinct eigenvalues, or unipotent with Jordan
form (J6), (J4, J2) or (J4, J

2
1 ).

Let P = QL be the stabilizer of a 1-space 〈v〉, where Q is the unipotent radical and L is a
Levi subgroup with L′ = Sp4(k). We may assume each xi is contained in P and by applying
Theorem 5.1 we see that there exists y ∈ X such that G(y) is contained in P and it induces
Sp4(k) on the nondegenerate 4-space v⊥/〈v〉. By Lemma 3.5, G(x)0 has a composition factor
on V of dimension at least 4 for generic x ∈ X. Now the bound

∑
i di 6 6(r− 1) implies that

G(x) does not generically fix a 1-space nor a nondegenerate 2-space (see Lemmas 3.32 and
3.36) and thus G(x) is generically irreducible and has rank 2 or 3. Since G(x)0 generically
has a composition factor of dimension at least 4, it follows that G(x) is generically primitive
and this implies that ∆ is nonempty by the above claim.

Case 2. x1 = (J2
3 ) or (I2, λI2, λ

−1I2) for some λ ∈ k× \ {±1}.

Let P = QL be the stabilizer of a totally isotropic 3-space W in V . Here Q is the unipotent
radical and L = GL(W ) is a Levi subgroup fixing a decomposition V = W ⊕W ′, where W ′

is a complementary totally isotropic 3-space. Without loss of generality, we may assume x1 is
a regular semisimple or unipotent element of L.

Suppose x2 6= (J2, J
4
1 ). Then by replacing x2 by a suitable conjugate, we may assume

that x2 ∈ P and x2Q ∈ P/Q is nontrivial, so by Theorem 3 there exists x ∈ X such that
P ′ 6 G(x)0Q. As a consequence, for generic x ∈ X, the smallest composition factor of G(x)0

on V is at least 3-dimensional. Therefore, either

(a) G(x)0 is generically irreducible on V ; or

(b) G(x)0 is contained in a conjugate of P for all x ∈ X.

Now assume x2 = (J2, J
4
1 ), in which case the inequality

∑
i di 6 6(r − 1) implies that r > 3.

If x3 6= (J2, J
4
1 ) then the previous argument implies that (a) or (b) holds. On the other

hand, if x3 = (J2, J
4
1 ) then we can find a noncentral element y ∈ C2C3 of prime order with

y 6= (J2, J
4
1 ) and once again we deduce that (a) or (b) holds.

Recall that if (a) holds then G(x) is generically primitive and we conclude that ∆ is
nonempty. Therefore, it remains to eliminate case (b). That is, we need to identify an element
x ∈ X such that G(x)0 does not fix a totally isotropic 3-space.

Suppose x2 is not an involution. For i = 1, 2 we can choose yi in the closure of Ci such
that the closure of 〈y1, y2〉 induces Sp2(k) on some nondegenerate 2-space (note that if x1 is
unipotent, then we may assume y1 acts nontrivially on a nondegenerate 2-space). If we now
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take a tuple x ∈ X with y1 and y2 in the first and second coordinates, then G(x)0 does not
fix a totally isotropic 3-space and we conclude that ∆ is nonempty.

Finally, let us assume each xi is an involution for i > 2. If r > 3, then we can repeat the
previous argument, working with a noncentral element y ∈ C2C3 with y2 6= 1. And if r = 2
then we are in case (ii) in the statement of the theorem.

To complete the proof of the theorem, we may assume di > 3 for all i.

Case 3. di > 3 for all i.

First assume that d1 = d2 = 3. Then x1 and x2 are quadratic, so we may assume r > 3.
We can choose yi ∈ Ci so that the Zariski closure of 〈y1, y2〉 contains SL2(k)3 and so contains
a regular semisimple element of prime order. By applying Lemma 3.17, we can now complete
the argument as in Case 1.

Next assume d1 = 3 and di > 4 for all i > 2, in which case the condition
∑

i di 6 6(r − 1)
implies that r > 3. Note that if i > 2 then xi is either an involution, or a unipotent element
with Jordan form (J2

2 , J
2
1 ) or (J2, J

4
1 ), or a semisimple element of the form (I4, λI1, λ

−1I1) for
some λ ∈ k× \{±1}. In each case we can find conjugates yi ∈ Ci for i > 2 that act nontrivially
on a nondegenerate 4-space W and trivially on the nondegenerate 2-space W⊥. In addition,
we can choose a conjugate y1 of x1 so that its largest eigenspace on W is 2-dimensional.

Suppose r > 4. Since x1 is not an involution, Theorem 5.1 implies that we can choose
y ∈ X such that G(y) induces Sp(W ) on W . Then G(x)0 is either generically irreducible on
V , or generically it acts irreducibly on a 4-dimensional nondegenerate subspace, whence the
same is true for G(x). Since G(x) does not generically preserve a 1-space nor a nondegenerate
2-space, we deduce that G(x) is generically primitive and the result follows. If r = 3, then
the same argument applies unless x2 and x3 are involutions. But in this case we observe that
C2C3 contains a semisimple element of the form (I2, λI2, λ

−1I2) and thus Case 2 applies.

Finally, let us assume di > 4 for all i. First assume that r = 3, in which case the bound∑
i di 6 6(r − 1) implies that di = 4 for all i. If each xi is an involution then we are in

case (iii), so let us assume x1 is not an involution. We can choose y so that G(y)0 induces a
subgroup containing SL3(k) on a totally isotropic 3-space. Then either G(x)0 is generically
irreducible and the result follows, or every G(x)0 preserves a totally isotropic 3-space. Let us
assume we are in the latter situation and let Ω be the variety of totally isotropic 3-spaces, so
dim Ω = 6. Since di > 4, it follows that no xi interchanges two spaces in Ω and thus every
G(x) has a fixed point on Ω. However, Lemma 5.3 gives dim Ωxi 6 4, with equality if and only
if xi is an involution, whence

∑
i dim Ωxi < (r − 1) dim Ω and Lemma 3.14 implies that G(x)

does not generically fix a totally isotropic 3-space. This is a contradiction. An entirely similar
argument applies if r > 4 (including the case where r = 4 and each xi is an involution). �

In order to handle the general case, we need the following result concerning the action of a
symplectic group on the variety of maximal totally isotropic subspaces of the natural module.
Here we allow p = 2.

Lemma 5.5. Suppose G = Sp(V ) = Spn(k), where n = 2m, m > 1. Let Y = G/P , where
P = QL is the stabilizer of a totally isotropic m-space W , with unipotent radical Q and Levi
subgroup L = GL(W ). Then

dimY g = dimCQ(g) = dim S2(W )g

for all unipotent elements g ∈ L.

Proof. First observe that we may identify Q with the kL-module S2(W ), so the equality
dimCQ(g) = dim S2(W )g is clear. We proceed by induction on m, noting that the case m = 1
is trivial. Now assume m > 2 and observe that dimY g > dimCQ(g) since Q acts simply
transitively on the set of totally isotropic complements to W in V .
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Let U be a 1-dimensional g-invariant subspace of W and let Y (U) be the set of spaces
in Y containing U . Then U⊥/U is a nondegenerate (n− 2)-space and we may view g as an
element in a Levi subgroup of the corresponding parabolic subgroup P1 = Q1L1 of Sp(U⊥/U)
(namely, the stabilizer of the maximal totally isotropic space W/U). Then there exists a
positive integer ` such that g = J` ⊕M as an element of L = GL(W ) and g = J`−1 ⊕M as
an element of L1 = GL(W/U). By induction, the dimension of the fixed space of g acting
on Y (U) is dimCQ1(g), which coincides with the dimension of the fixed space of g acting on

S2(W/U).

By applying Lemma 3.27, it follows that if ` is odd and p 6= 2, then

dimCQ(g)− dimCQ1(g) =
1

2
(`+ 1)− 1

2
(`− 1) + c = c+ 1,

where c is the number of Jordan blocks of g on M that have size at least `. Similarly, if ` is
even and p 6= 2, then the same argument shows that the difference in centralizer dimensions
is c. If p = 2, then Lemma 3.27 still implies that the difference in centralizer dimensions is at
least c.

Now if the action of g on W has the form as above, then U is contained in W (g−1)`−1
and

the variety of such 1-spaces (in the projective space of W ) has dimension c− 1. Therefore,
the dimension of the fixed space of g on Y ′, the variety of totally isotropic subspaces which
intersect W nontrivially, is at most dimCQ(g) and the result follows. �

We also need some fixed point space computations for G = Sp8(k). Recall that α(g) is the
maximal dimension of an eigenspace of g on the natural module V .

Lemma 5.6. Suppose m = 4, p 6= 2 and Ω is the variety of totally isotropic 4-spaces in V ,
so dim Ω = 10. Then

dim Ωg =


7 if g = (−I2, I6)
6 if g = (−I4, I4)
4 if g = (J2

3 , J
2
1 )

3 if g = (J2
3 , J2)

Proof. This is clear if g is an involution since any totally isotropic 4-space fixed by g is of the
form U1 ⊥ U−1, where Uλ is a totally isotropic subspace of the nondegenerate λ-eigenspace of
g on V . Now assume g = (J2

3 , J2) or (J2
3 , J

2
1 ). By replacing g by a suitable conjugate, we may

assume g is contained in the stabilizer P = QL of a totally isotropic 4-space W , where Q is
the unipotent radical of P and L is a Levi subgroup. If g = (J2

3 , J
2
1 ) then we may assume g is

contained in L and thus Lemma 5.5 implies that dim Ωg = dimCQ(g) = 4.

Finally, let us assume g = (J2
3 , J2). Without loss of generality, we may assume that g

has Jordan form (J3, J1) on W . Since g does not fix any totally isotropic 4-space W ′ with
W ∩W ′ = 0, it follows that (W ∩W ′)g contains a 1-space 〈v〉 for all W ′ ∈ Ωg.

Let U = W g ∩ [g,W ] and note that dimU = 1. Then Ωg = Ω1 ∪ Ω2 is the union of two
subvarieties: Ω1 comprises the totally isotropic 4-spaces W ′ with U ⊆W ′ and Ω2 consists of
the spaces W ′ such that U ∩W ′ = 0. It suffices to show that dim Ω1 6 3 and dim Ω2 = 3.

Suppose W ′ ∈ Ω2. Then W ′/〈v〉 is a totally isotropic 3-space in the nondegenerate 6-space
v⊥/〈v〉 and g induces a Jordan block of size 3 on W/〈v〉. By Lemma 5.5, a unipotent element
in Sp6(k) of the form (J2

3 ) has a 2-dimensional fixed point space on the variety of totally
isotropic 3-spaces of the natural module for Sp6(k). The map W ′ 7→ W ′ ∩W g defines a
morphism from Ω2 to the variety of 1-dimensional subspaces of W g. Since dimW g = 2, the
latter variety is 1-dimensional and we conclude that dim Ω2 = 3.

Now assume W ′ ∈ Ω1. Then W ′/U is a 3-dimensional totally isotropic subspace of U⊥/U .
Note that g acts on W/U with two Jordan blocks and there exists an element h in the closure
of gP that is contained in a corresponding Levi subgroup of Sp6(k). Then by Lemma 5.5, h
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has a 3-dimensional fixed space on the variety of totally isotropic 3-spaces in U⊥/U and so
the same is true for g. This gives dim Ω1 6 3 and thus dim Ωg = 3 as required. �

We are now in a position to establish our main result for symplectic groups with p 6= 2. We
will apply induction on m, noting that special care is required for m = 4. In the statement,
we allow λ = µ in part (ii).

Theorem 5.7. Suppose G = Spn(k), where n = 2m, m > 4, p 6= 2 and the xi in (9) have
prime order modulo Z(G). If

∑
i di 6 n(r − 1) then ∆ is empty if and only if one of the

following holds (up to ordering):

(i) r = 2 and x1, x2 are quadratic.

(ii) r = 2, m = 4, x1 = (−I4, I4) and x2 is either (I4, λI1, λ
−1I1, µI1, µ

−1I1) or (J2
3 , J

2
1 ),

with λ, µ ∈ k× \ {±1}.
(iii) r = 3, m = 4, x1 = x2 = (−I2, I6) and x3 = (−I4, I4).

Proof. As usual, first observe that ∆ is empty if the conditions in (i), (ii) or (iii) are satisfied.
This is clear in (i). Now consider (ii) and (iii), so m = 4. Let L = GL4(k) be the stabilizer in
G of a pair of complementary totally isotropic 4-spaces. By applying Theorem 3, there exists
y ∈ X such that L′ = SL4(k) 6 G(y) 6 L. For each i, let Di be an L-class in Ci∩L of maximal
dimension and set Y = D1 × · · · ×Dr. Then for generic y ∈ Y , G(y) is contained in a unique
conjugate of L. It is straightforward to compute dimX =

∑
i dimCi and dimY =

∑
i dimDi,

which gives

dimG+ dimY = dimX + dimL.

Consider the morphism f : G× Y → X defined by f(g, y) = yg. Fix y ∈ Y such that G(y) is
contained in a unique conjugate of L and consider the fiber f−1(y). Since G(y) has a unique
fixed point on G/L, this implies that g ∈ NG(L) = L.2 for all (g, z) ∈ f−1(y), so a generic
fiber of f has dimension at most dimL. It follows that f is dominant (and the dimension of
a generic fiber is precisely dimL) and thus G(x) is conjugate to a subgroup of L for generic
x ∈ X. We conclude that ∆ is empty if (ii) or (iii) holds.

To complete the proof, we will use induction on m to prove that ∆ is nonempty in all the
remaining cases.

Let P = QL be the stabilizer in G of a 1-dimensional subspace 〈v〉 of V , where Q is the
unipotent radical and L is a Levi subgroup. Let W be the nondegenerate (n−2)-space v⊥/〈v〉.
We may assume that each xi is contained in P and we write gi ∈ Sp(W ) for the induced
action of xi on W (note that gi is quadratic on W only if xi is quadratic on V ). We define d′i
to be the dimension of the largest eigenspace of gi on W and we assume the embedding of xi
in P is chosen to minimize d′i. Notice that one of the following holds:

(a) d′i = di − 2.

(b) d′i = di − 1 and di 6 n/2.

(c) d′i = di and di 6 n/3.

We claim that
∑

i d
′
i 6 (n− 2)(r − 1). Let ` be the number of i with d′i = di − 2. If ` 6 1

then
r∑
i=1

d′i 6
r∑
i=1

di − 2(r − 1) 6 n(r − 1)− 2(r − 1) = (n− 2)(r − 1)

as required. Similarly, if ` > 2 then
r∑
i=1

d′i 6 (r − 2)(n− 3) + 2(n/2− 1) 6 (n− 2)(r − 1).

This justifies the claim. Then by induction, excluding the cases where m ∈ {4, 5} and the
gi line up with one of the special cases for Sp2(m−1)(k) in the statement of the theorem (for
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m = 5) or Theorem 5.4 (for m = 4), it follows that G(x)0 generically has a composition factor
on V of dimension at least n− 2 and has rank m− 1 or m.

Suppose that either m > 6, or m ∈ {4, 5} and the gi do not correspond to one of the special
cases for Sp2(m−1)(k). By Lemmas 3.32 and 3.36, the condition

∑
i di 6 n(r − 1) implies

that G(x) does not fix a 1-space nor a nondegenerate 2-space, whence G(x)0 is generically
irreducible on V (with rank m− 1 or m, as noted above). For m > 5 we find that there is no
proper closed connected subgroup of G with these properties and thus ∆ is nonempty. Now
assume m = 4. Here G has an irreducible subgroup of rank 3 with connected component

H = A3
1 = Sp2(k)⊗ Sp2(k)⊗ Sp2(k).

By considering the characteristic polynomials on V of elements in Sp(W ) = Sp6(k) (every
such polynomial has 1 as a double root) and applying Theorem 2.11(ii), we deduce that G(x)0

is not generically conjugate to H and the result follows.

To complete the proof, we may assume m ∈ {4, 5} and the gi correspond to one of the
special cases for Sp2(m−1)(k). Recall that we are assuming (i) does not hold, so we never
descend to the case where r = 2 and g1, g2 are quadratic on W .

First assume m = 4, r = 3 and we descend to the special case described in part (iii) of
Theorem 5.4. Here each xi is an involution in G = Sp8(k) and the condition

∑
i di 6 16 implies

that we may assume d1 = 4. Suppose d2 = 4. Here we can find a semisimple element h ∈ C1C2

of prime order with four distinct 2-dimensional eigenspaces on V and thus Y = hG× xG3 does
not descend to a special case for Sp6(k). Then by the previous argument, it follows that ∆ is
nonempty if d2 = 4 (and similarly if d3 = 4). Therefore, we may assume d2 = d3 = 6, which
corresponds to the special case described in part (iii) of the theorem (up to reordering).

Next assume m = 4, r = 2 and we descend to one of the possibilities in part (ii) of Theorem
5.4. Since we are assuming (iii) does not hold (in the statement of the theorem we are proving),
it follows that neither g1 nor g2 is of the form (I2, λI2, λ

−1I2). The remaining possibility is
that we descend to the case where g1 = (−I2, I4) and g2 = (J2

3 ), up to scalars and ordering.
Since we are assuming (ii) does not hold, it follows that x2 = (J2

3 , J2). Then by applying
Theorem 3 with respect to a Levi subgroup of the stabilizer in G of a totally isotropic 4-space,
we deduce that G(y) contains the derived subgroup of this parabolic subgroup for some y ∈ X
(and in particular, G(x) has rank 3 or 4 for generic x ∈ X). Since the centralizer of G(y)0 in
End(V ) is 1-dimensional, it follows that either G(x)0 is generically irreducible on V , or every
G(x) fixes a totally isotropic 4-space. The latter possibility does not arise since

dim Ωx1 + dim Ωx2 6 6 + 3 < dim Ω = 10,

where Ω is the variety of 4-dimensional totally isotropic subspaces of V (see Lemma 5.6).
Therefore, G(x)0 is generically irreducible on V and we claim that this forces ∆ to be
nonempty.

To justify the claim, let T be a maximal torus of L′ = SL4(k), where L is a Levi subgroup
of the stabilizer in G of a totally isotropic 4-space W . Then

Lie(G) ∼= gl4(k)⊕ S2(W )⊕ S2(W ∗)

and thus the nonzero weight spaces for T on the adjoint module Lie(G) are all 1-dimensional.
Therefore, T contains strongly regular elements with respect to the adjoint module and so
G(x)0 generically contains strongly regular elements. As a consequence, either G(x) = G for
generic x, or G(x)0 is contained in a proper maximal rank subgroup that acts irreducibly on
the natural module for G. But there are no such subgroups and so we conclude that ∆ is
nonempty.

Finally, let us assume m = 5 and we descend to one of the special cases for Sp8(k) in the
statement of the theorem, so r 6 3. If r = 3 then each xi is an involution and the condition∑

i di 6 20 implies that at least two of the xi are of the form (−I6, I4) up to scalars. But
these elements descend to involutions in Sp8(k) of the form (−I4, I4), which is not a special
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case. Now suppose r = 2. Here we may assume x1 = (−I6, I4), so d2 6 4 and thus d′2 6 3.
But once again this does not correspond to a special case for Sp8(k) and the proof of the
theorem is complete. �

5.2. Even characteristic. In this section we complete the proof of Theorem 4 by handling
the symplectic groups G = Spn(k) with n = 2m > 4 and p = 2. With reference to (9), recall
that di denotes the maximal dimension of an eigenspace of xi on V . In this section we also
define ei = dimV xi 6 di for i = 1, . . . , r. Note that ei = di if xi is unipotent. As explained in
Lemma 3.38, ∆ is empty if

∑
i ei > n(r − 1). Also note that Z(G) = 1 since p = 2.

We begin by considering the case m = 2, which requires special attention. Here G = Sp4(k)
has two 4-dimensional restricted irreducible kG-modules, namely Vj = L(ωj) for j = 1, 2,
which are interchanged by a graph automorphism τ . Note that τ does not preserve eigenspace
dimensions in general. For example, τ interchanges long and short root elements, so if x has
Jordan form (J2, J

2
1 ) on L(ω1), then it has Jordan form (J2

2 ) on L(ω2) (that is, τ fuses the
G-classes containing b1 and a2 involutions, with respect to the notation in [1]). On the other
hand, the dimension of the largest eigenspace of a semisimple element is invariant under
τ , but the set of eigenvalues is not preserved in general. For example, τ takes a quadratic
semisimple element of the form (λI2, λ

−1I2) to one of the form (I2, µI1, µ
−1I1), and vice

versa.

For j = 1, 2, set eij = dimV xi
j and let dij be the maximal dimension of an eigenspace of xi

on Vj .

Theorem 5.8. Suppose m = p = 2 and the xi in (9) have prime order. If
∑

i dij 6 4(r − 1)
and

∑
i eij < 4(r − 1) for j = 1, 2, then ∆ is nonempty.

Proof. First observe that if r = 2 and x1 and x2 are both quadratic on V1 then e12 + e22 > 4,
which violates the hypothesis. Therefore, this situation does not arise.

More generally (for all r > 2), we observe that G(x) does not generically preserve a
1-dimensional subspace of V1 or V2. And since a graph automorphism interchanges the two
conjugacy classes of maximal parabolic subgroups, as well as the modules V1 and V2, we
see that G(x) does not generically fix a totally isotropic 2-space in either representation.
Furthermore, Lemma 3.36 implies that G(x) does not generically preserve a nondegenerate
2-space and thus G(x) is generically irreducible on both modules.

The maximal imprimitive subgroups of G with respect to V1 are of the form Sp2(k) o S2
and GL2(k).2, corresponding to the stabilizers in G of a suitable direct sum decomposition of
V1 into two nondegenerate 2-spaces and two totally isotropic 2-spaces, respectively. Under
the graph automorphism, the first subgroup is sent to O4(k) and the second is mapped to
a reducible subgroup. The inequality

∑
i ei < 4(r − 1) implies that G(x) is not generically

contained in a conjugate of O4(k) (see Lemma 3.38) and we have already noted that G(x)
is generically irreducible on V1 and V2. This implies that G(x) is generically primitive with
respect to both modules and we conclude that G(x) = G for generic x. �

We note some immediate consequences. Recall that short root elements are involutions of
type a2 in the notation of [1].

Corollary 5.9. Suppose m = p = 2 and the xi in (9) have prime order. Then ∆ is nonempty
if any of the following hold:

(i) xi is a regular semisimple element for some i.

(ii) r > 3 and none of the xi are long or short root elements.

(iii) r > 5.

By combining the previous two statements, we can present a result for G = Sp4(k) in
terms of the natural symplectic module (as in Theorem 4).
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Theorem 5.10. Suppose m = p = 2 and the xi in (9) have prime order. If
∑

i di 6 4(r − 1)
and

∑
i ei < 4(r − 1) with respect to the 4-dimensional symplectic module, then ∆ is empty if

and only if one of the following holds (up to ordering):

(i) r = 2 and x1, x2 are quadratic.

(ii) r = 3, x1, x2 are short root elements and x3 is quadratic.

(iii) r = 4 and each xi is a short root element.

Next we turn to the case G = Sp6(k), which also requires special attention.

Theorem 5.11. Suppose m = 3, p = 2 and the xi in (9) have prime order. If
∑

i di 6 6(r−1)
and

∑
i ei < 6(r − 1), then ∆ is empty if and only if r = 2 and x1, x2 are quadratic.

Proof. As usual, if r = 2 and the xi are quadratic, then ∆ is empty by Lemma 3.13 and
therefore it remains for us to show that ∆ is nonempty in all the remaining cases. We partition
the proof into several subcases. Let V be the natural module.

Case 1. x1 is semisimple with at least four distinct eigenvalues on V .

Let U be a 1-dimensional subspace of V and choose a conjugate of x1 so that it acts as a
regular semisimple element on the nondegenerate 4-space U⊥/U . Then Corollary 5.9 implies
that there exists x ∈ X such that G(x) induces Sp4(k) on U⊥/U and thus G(x)0 generically
has a composition factor on V of dimension at least 4. Since G(x) does not generically fix a
nondegenerate 2-space (see Lemma 3.36), this implies that G(x) is generically primitive and
irreducible on V with rank 2 or 3. But O6(k) (and its connected component) are the only
proper subgroups of G with these properties and the inequality

∑
i ei < 6(r − 1) rules out

the possibility that G(x) is generically contained in such a subgroup (see Lemma 3.38). It
follows that ∆ is nonempty.

Case 2. d1 = 2.

Here x1 is semisimple and in view of Case 1 we may assume it is of the form (I2, λI2, λ
−1I2)

for some scalar 1 6= λ ∈ k×. In particular, d1 = e1 = 2.

First assume r = 2, so d2 6 4 and e2 6 3. Note that if d2 = 4 then e2 = d2, which violates
the bound e1 + e2 6 5, whence d2 6 3. Now x1 preserves a 3-dimensional totally isotropic
subspace of V , acting as a regular semisimple element on this 3-space. Therefore, Theorem
3 implies that there exists x ∈ X such that G(x)0 induces SL3(k) on such a subspace. In
addition, we can find y ∈ X such that G(y)0 = Sp2(k) acts irreducibly on a nondegenerate
2-space and does not preserve a totally isotropic 3-space. Therefore, G(x)0 is generically
irreducible and has rank 2 or 3. Now SO6(k) is the only proper connected subgroup of G
with this property, but if G(x)0 is generically conjugate to SO6(k), then G(x) is generically
contained in a conjugate of O6(k) and this is not possible by Lemma 3.38.

Now assume r > 3. If di 6 3 for some i > 2 then the result follows from the argument
in the previous paragraph, so we may assume ei = di > 4 for all i > 2. If x2 and x3 are
unipotent, then there exists a conjugacy class D = yG ⊆ C2C3 of elements of prime order
t (we can take t = 2 if x2 or x3 is a transvection, otherwise t > 3) such that the relevant
inequalities still hold with respect to the variety C1 ×D × C4 × · · · × Cr. Consequently, we
may assume that at most one xi is unipotent. In particular, we may assume x2 is semisimple
of the form (I4, ηI1, η

−1I1) for some 1 6= η ∈ k×. Next observe that we can choose elements
yi ∈ Ci for i = 1, 2 so that the closure of 〈y1, y2〉 is a subgroup H = Sp2(k)× A preserving
an orthogonal decomposition V = U ⊥ U ′ into nondegenerate spaces, where dimU = 2. Here
A is abelian and has four distinct weight spaces on U ′, which means that H preserves only
finitely many subspaces of V . In turn, this implies that G(x)0 does not generically preserve a
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totally isotropic 3-space. It follows that G(x)0 is generically irreducible and has rank at least
2, whence ∆ is nonempty by arguing as above. This completes the proof in Case 2.

Case 3. di > 3 for all i.

If r = 2 then d1 = d2 = 3 and we deduce that x1 and x2 are quadratic, which is the case
we are excluding. For the remainder, let us assume r > 3. There are a number of different
cases to consider.

Case 3.1. d1 = d2 = 3.

Here we may choose yi ∈ Ci for i = 1, 2 such that the closure of 〈y1, y2〉 is a maximal
rank subgroup of the form Sp2(k)3. Since such a subgroup is contained in only finitely many
maximal closed subgroups of G, it follows that we can find yi ∈ Ci with i > 3 so that
G(x) = G for x = (y1, y2, . . . , yr) ∈ X.

Case 3.2. d1 = 3, x1 semisimple and di > 4 for i > 2.

First observe that x1 = (λI3, λ
−1I3) and ei = di for i > 2. Suppose x2 and x3 are both

semisimple, so ei = di = 4 for i = 2, 3. Then there exists a semisimple element g ∈ C2C3 of
the form (I2, µI2, µ

−1I2) so that

d1 + α(g) +

r∑
i=4

di =

r∑
i=1

di − 6 6 6(r − 2)

and the desired result follows by Case 2. Similarly, if x2 and x3 are unipotent with Jordan
form (J2

2 , J
2
1 ) then by passing to closures we may assume they are both short root elements

and therefore we can find a semisimple element g ∈ C2C3 of the form (I2, µI2, µ
−1I2). Once

again, we deduce that ∆ is nonempty via Case 2.

Next suppose x2 and x3 have Jordan forms (J2
2 , J

2
1 ) and (J2, J

4
1 ), respectively. By passing to

closures, we may assume x2 is a short root element. Here we can find an involution g ∈ C2C3

with Jordan form (J3
2 ) and so there exists x ∈ X̄ such that G(x)0 = Sp2(k)3. If r > 4 then

we immediately deduce that ∆ is nonempty since Sp2(k)3 is contained in only finitely many
maximal closed subgroups of G. Now assume r = 3. Here we deduce that for generic x ∈ X,
G(x)0 has rank 3 and it does not fix a nonzero totally isotropic subspace of V . By Lemma
3.38, G(x)0 is not generically SO6(k) and so it remains to show that G(x)0 is not generically
of the form Sp2(k)3.

Seeking a contradiction, suppose G(x)0 is generically a subgroup of the form Sp2(k)3. Since
G(x) does not generically fix a nondegenerate 2-space (see Lemma 3.36), it follows that G(x)
is generically irreducible on V . Now the elements in C1 have odd order and they do not
transitively permute the three nondegenerate spaces in an orthogonal decomposition

V = V1 ⊥ V2 ⊥ V3 (16)

preserved by G(x)0 = Sp2(k)3 (this would only be possible if x1 is an element of order 3 of
the form (I2, ωI2, ω

−1I2), which is not the case since d1 = 3). Similarly, no element in C3 can
interchange two of the summands. Therefore, since x2 is an involution, we conclude that G(x)
does not transitively permute the Vi and thus G(x) is reducible, a contradiction.

If x2 = x3 = (J2, J
4
1 ), then r > 4 and we can replace C2 and C3 by the class of short root

elements (which is contained in C2C3) and argue as above.

To complete the analysis of Case 3.2, we may assume x2 is semisimple (with d2 = 4), x3
is unipotent and r = 3. We can choose yi ∈ Ci for i = 1, 2 such that the closure of 〈yi, y2〉
induces Sp2(k) on a nondegenerate 2-space, whence G(x)0 does not generically fix a totally
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isotropic 3-space. By passing to closures, we may assume that x3 is either a long root element
or a short root element.

First assume that x3 = (J2, J
4
1 ). By applying [16, Theorem 4.5], we see that there exists

x ∈ X with G(x)0 = Sp2(k) × Sp2(k), preserving an orthogonal decomposition as in (16).
Since G(x) does not generically fix a nondegenerate 2-space nor a 1-space, it follows that
either G = G(x), or G(x) acts imprimitively on V , transitively permuting the Vi in (16). But
every element in C1, C2 and C3 acts trivially on the set of summands in any orthogonal
decomposition of V into nondegenerate 2-spaces, so the latter possibility is ruled out and we
conclude that ∆ is nonempty.

Finally, suppose that x3 = (J2
2 , J

2
1 ) is a short root element. Then x3 is conjugate to an

element in GL(W ), a Levi subgroup of the stabilizer in G of a totally isotropic 3-space W . By
Theorem 3, there exists x ∈ X such that G(x)0 = SL(W ). Since G(x)0 does not generically
fix a totally isotropic 3-space and since the smallest composition factor of G(x)0 on V is
generically at least 3-dimensional, it follows that G(x)0 is generically irreducible and contains
elements with distinct eigenvalues on V . But as noted above, G does not have a proper
connected subgroup with these properties and thus G = G(x) for generic x ∈ X.

Case 3.3. d1 = 3, x1 unipotent and di > 4 for i > 2.

Here x1 = (J3
2 ) and ei = di for all i, so

∑
i di < 6(r − 1) and r > 3. If x2 and x3 are long

root elements, then we can replace C2 × C3 by the class gG of short root elements, noting
that the relevant inequalities are satisfied for Y = C1 × gG × C4 × · · · × Cr. Therefore, we
may assume d2 = d3 = 4 and r = 3. In the usual manner, we see that there exists x ∈ X̄ such
that G(x) induces SL3(k) on a totally isotropic 3-space. Also as above, there exist yi ∈ Ci
for i = 1, 2 such that the closure of 〈yi, y2〉 induces Sp2(k) on a nondegenerate 2-space. This
implies that G(x)0 does not generically fix a totally isotropic 3-space and as before this allows
us to conclude that ∆ is nonempty.

Case 3.4. di > 4 for all i.

To complete the proof of the theorem, we may assume that di > 4 for all i. Here ei = di
and thus r > 4. If x1 and x2 are transvections then the bound

∑
i ei < 6(r − 1) implies that

r > 5 and we can replace C1×C2 by the class of short root elements (noting that the relevant
inequalities are still satisfied). This reduces the problem to the case where r = 4 and at most
one xi is a transvection. If x1 = (J2, J

4
1 ) and x2 is unipotent, then x2 = (J2

2 , J
2
1 ) and there

exists g ∈ C1C2 with g = (J3
2 ), so the relevant inequalities still hold for Y = gG×C3×· · ·×Cr.

Similarly, if x1 = x2 = (J2
2 , J

2
1 ) then by passing to closures, we may assume they are both

short root elements and we can replace C1 × C2 by gG, where g is a semisimple element of
the form (I2, λI2, λ

−1I2). In view of the previous cases we have handled, these observations
reduce the problem to the case where r = 4 and at most one xi is unipotent.

Suppose x1 = (J2, J
4
1 ). Then there exists y ∈ X such that G(y)0 = Sp2(k)× Sp2(k) fixes

an orthogonal decomposition as in (16) and by arguing as above, we deduce that either ∆ is
nonempty, or G(x) is generically irreducible and imprimitive on V . In the latter situation,
this means that there exists x ∈ X such that G(x) transitively permutes the summands V1,
V2 and V3 in (16). But each element in Ci acts trivially on the set of summands and we
conclude that ∆ is nonempty. An entirely similar argument applies if each xi is semisimple,
so we may assume that x1 = (J2

2 , J
2
1 ). As usual, by passing to closures, we may assume that

x1 is a short root element and by arguing as above we can show that there exist x, y ∈ X
such that G(x)0 induces SL3(k) on a totally isotropic 3-space and G(y)0 induces Sp2(k) on a
nondegenerate 2-space. As before, this implies that G(x) = G for generic x and the proof of
the theorem is complete. �
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In the next lemma we consider a special case that arises in the proof of our main theorem
for symplectic groups in even characteristic.

Lemma 5.12. Suppose m > 4 is even, p = 2 and r > 3. If x1, x2 are involutions with Jordan
form (Jm2 ), then ∆ is nonempty.

Proof. First observe that d1 = d2 = m and we are free to assume that r = 3. Note that we
have

∑
i ei 6

∑
i di < 2n and by passing to closures, we may assume that x1 and x2 are

a-type involutions (see [1] and Remark 3.26). In particular, no element in C1 or C2 acts
nontrivially on a nondegenerate 2-space.

Next observe that there exist yi ∈ Ci for i = 1, 2 such that the Zariski closure of 〈y1, y2〉 is
H = T.2, where T is a torus of G of rank m/2 such that all of its weight spaces on V are
2-dimensional and its fixed space is trivial. Here the involutions in H \ T act by inversion on
T and we note that H does not preserve any odd dimensional subspaces of V . In particular,
G(x) does not generically preserve an odd dimensional subspace of V . There are two cases to
consider.

Case 1. x3 = (J2, J
n−2
1 ) is a long root element.

First we claim that either G(x) is generically irreducible on V , or G(x) generically fixes a
totally isotropic 2-space.

To see this, suppose G(x) generically fixes a d-dimensional subspace U with d > 1 minimal,
so d 6 m and we may assume U is either nondegenerate or totally isotropic. In the nondegen-
erate case, x3 acts trivially on U or U⊥, and the closure of 〈x1, x2〉 preserves a 2-dimensional
subspace by Lemma 3.13, whence d 6 2 and thus d = 2. On the other hand, if U is totally
isotropic, then x3 acts trivially on U and so once again we deduce that d = 2. The claim
now follows since we have already noted that the elements in C1 and C2 act trivially on any
nondegenerate 2-space.

Our next aim is to show that G(x) does not generically fix a totally isotropic 2-space,
in which case the previous claim implies that G(x) is generically irreducible. Let Ω be the
variety of totally isotropic 2-spaces and note that dim Ω = 2n− 5. We claim that

dim Ωx1 = dim Ωx2 = n− 2, dim Ωx3 = 2n− 7.

In particular, Lemma 3.16 implies that if x = (y1, y2, y3) ∈ X with y3 ∈ C3 generic, then
G(x) does not fix a totally isotropic 2-space.

To justify the claim, first assume W ∈ Ωx1 . If x1 acts trivially on W , then W is contained in
the variety of 2-dimensional subspaces of V x1 , which has dimension n− 4 since dimV x1 = m.
Now assume x1 has Jordan form (J2) on W and write W = 〈w, x1w〉, so 〈w〉 6= W x1 . The
1-dimensional subspaces of V that are not contained in V x1 form an open subset in the
variety of all 1-dimensional subspaces of V . In particular, this subvariety has dimension n− 1.
Since the set of 1-dimensional subspaces 〈w〉 of W with 〈w〉 6= W x1 forms a 1-dimensional
variety, we conclude that the subvariety of 2-spaces in Ωx1 on which x1 acts nontrivially has
dimension n− 2. Therefore, dim Ωx1 = n− 2 as claimed (and also dim Ωx2 = n− 2 since x1
and x2 are conjugate).

We now compute dim Ωx3 . Suppose W ∈ Ωx3 and note that x3 acts trivially on W , which
means that W is contained in the (n− 1)-space V x3 . The variety of 2-dimensional subspaces
of V x3 has dimension 2n− 6 and the subvariety of totally isotropic 2-spaces has codimension
1. Therefore, dim Ωx3 = 2n− 7 as required.

We have now shown that G(x) is generically irreducible and contains long root elements.
Any proper closed subgroup of G with these properties is contained in On(k), but the bound∑

i ei < 2n implies that G(x) is not generically contained in an orthogonal subgroup (see
Lemma 3.38) and thus ∆ is nonempty.
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Case 2. x3 is not a long root element.

For the remainder, let us assume x3 is not a long root element. By passing to the closure
of C3, we may assume that x3 is either semisimple or a short root element. Let P = QL be
the stabilizer of a totally isotropic m-space W , where Q is the unipotent radical and L is a
Levi subgroup. Note that we may embed each xi in L.

By Theorem 3, there exists y = (y1, y2, y3) ∈ X such that G(y)0 induces SLm(k) on W .
Moreover, since H1(SLm(k),W ) = 0 (see [27]) and the sum of the dimensions of the fixed
point spaces of the xi on Q/Rad(Q) ∼= W is less than m, it follows that there exist qi ∈ Q such
that P ′ 6 G(y′) with y′ = (yq11 , y

q2
2 , y

q3
3 ) ∈ X. As a consequence, either G(x)0 is generically

irreducible, or G(x)0 acts uniserially on V and therefore fixes a totally isotropic m-space for
all x ∈ X.

Next observe that there exists a semisimple element g ∈ C1C2 such that V g is trivial and
every eigenspace of g on V is 2-dimensional. By applying Theorem 5.11, we can find h ∈ C3

such that the closure of 〈g, h〉 induces Sp6(k) on a nondegenerate 6-space. Therefore, G(x)0

does not generically fix a totally isotropic m-space and so by the observation in the previous
paragraph, we deduce that G(x)0 is generically irreducible, it has rank at least m− 1 and it
contains elements with distinct eigenvalues on the natural module. Therefore, either G = G(x)
for generic x ∈ X, or G(x)0 is contained in a maximal rank connected irreducible subgroup.
But the only such subgroup is SOn(k) and this is ruled out by the bound

∑
i ei < 2n. The

result follows. �

We can now complete the proof of Theorem 4.

Theorem 5.13. Suppose G = Spn(k), where n = 2m, m > 3, p = 2 and the xi in (9) have
prime order. If

∑
i di 6 n(r − 1) and

∑
i ei < n(r − 1), then ∆ is empty if and only if r = 2

and x1, x2 are quadratic.

Proof. We proceed by induction on m, noting that the base case m = 3 is covered by Theorem
5.11. Assume m > 4 and let P = QL be the stabilizer in G of a 1-dimensional subspace
〈v〉, where Q is the unipotent radical and L is a Levi subgroup stabilizing a nondegenerate
(n−2)-space (note that L′ = Spn−2(k)). By replacing each xi by a suitable conjugate, we may
embed xi in P and we write gi for the induced action of xi on the nondegenerate (n−2)-space
W = v⊥/〈v〉. Let d′i be the maximal dimension of an eigenspace of gi and set e′i = W gi .

First assume m is odd. If xi is unipotent then we may assume d′i = e′i 6 di− 1 (and indeed
d′i = di − 2 unless xi has Jordan form (Jm2 ) on V ). Similarly, if xi is semisimple and ei = di,
then we may assume that one of the following holds:

(a) d′i = di − 2.

(b) d′i = di − 1 and di 6 n/2.

(c) d′i 6 di and di 6 n/3.

And if xi is semisimple with ei < di, then we may assume that either d′i = d− 1, or d′i = di
and di 6 n/4. In particular, it follows that∑

i

d′i 6 (n− 2)(r − 1),
∑
i

e′i < (n− 2)(r − 1) (17)

and so by induction we can choose y ∈ X such that G(y) induces Spn−2(k) on W . In addition,
Lemmas 3.32 and 3.36 imply that G(x) does not generically fix a 1-space nor a nondegenerate
2-space, so for generic x ∈ X, G(x)0 is irreducible and has rank m− 1 or m. By inspecting
Lemma 3.12, we see that the only proper closed connected subgroup of G with these properties
is SOn(k). However, the condition

∑
i ei < n(r − 1) implies that for generic x ∈ X, G(x) is

not contained in On(k) (see Lemma 3.38) and the result follows.
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Finally, let us assume m is even. We can repeat the previous argument for m odd unless
at least one xi is an a-type involution (in the sense of [1]) with Jordan form (Jm2 ). Here
d′i = di = ei = e′i = m. If there are two such classes, then r > 3 and Lemma 5.12 gives the
result. Now assume there is a unique such class, say C1. Then the relevant inequalities in (17)
are satisfied unless x2 is a semisimple element of the form (λIm, λ

−1Im). If x2 has this form,
then r > 3 and we note that there exist yi ∈ Ci for i = 1, 2 such that H = Sp2(k)m is the
Zariski closure of 〈y1, y2〉 and the restriction of V to H is a direct sum of m totally isotropic
2-dimensional irreducible modules, each occurring with multiplicity 2. This implies that H
contains a maximal torus and preserves only finitely many subspaces of V . Therefore, for
generic y3 ∈ C3 it follows that 〈H, y3〉 is irreducible and contains a maximal torus and a long
root subgroup. We conclude that G = 〈H, y3〉 for generic y3 ∈ C3 and the result follows. �

This completes the proof of Theorem 4.

6. Generic stabilizers

With the proof of Theorem 4 in hand, we now turn to our main applications. In this
section, we will prove Theorem 7 on generically free modules.

First, let us recall the set up. Let G be a simple algebraic group over an algebraically closed
field k of characteristic p > 0 and let V be a finite dimensional faithful rational kG-module.
Set

V G = {v ∈ V : gv = v for all g ∈ G}
and recall that V is generically free if G has a trivial generic stabilizer; that is, there exists a
nonempty open subset V0 of V such that each stabilizer Gv is trivial for all v ∈ V0. Note that
we may pass to a field extension k′/k in order to establish the existence of a trivial generic
stabilizer, so without loss of generality we may assume that k is not algebraic over a finite
field.

By combining Theorem 4 with the main results in [7, 16], we will show that if dimV/V G

is sufficiently large, then V is generically free. As noted in Section 1, the analogous result for
Lie algebras was proved in [12] and we refer the reader to Remark 7 for several examples.
Moreover, when combined with the results in [12] we can prove that generic stabilizers are
trivial as a group scheme under suitable hypotheses (see Corollary 8).

In view of [16, Theorem 1.3] (for G = SLn(k)) and [7, Theorem 9] (for exceptional groups),
we may assume that G is isogenous to either Spn(k) with n > 4, or SOn(k) with n > 7. Let
P be the set of conjugacy classes of elements in G of prime order (including all nontrivial
unipotent elements if p = 0). Given an integer r > 2, let Pr be the set of classes C in P
such that G is topologically generated by r elements in C and no fewer. By Theorem 4, each
C ∈ P is contained in some Pr with r 6 n+ 1. Moreover, C is contained in Pn+1 if and only
if one of the following holds:

(a) G = Spn(k), p = 2 and C is the class of long root elements (or short root elements if
n = 4);

(b) G = Sp4(k), p 6= 2 and C is the class of involutions of the form (−I2, I2).

This observation is also a corollary of [22, Theorem 8.1].

Let V be a finite dimensional faithful rational kG-module and note that in order to prove
Theorem 7, we may assume V G = 0. Given C ∈ Pr, set

V (C) = {v ∈ V : gv = v for some g ∈ C}.

By [16, Lemma 5.1] we have

dimV (C) 6

(
1− 1

r

)
dimV + dimC
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and [16, Lemma 5.2] implies that V is generically free if dimV (C) < dimV for all C ∈ P.
By combining these observations, we get the following result.

Lemma 6.1. In terms of the above notation, V is generically free if

dimV > max{r dimC : C ∈ Pr, r > 2} =: c(G)

We are now ready to begin the proof of Theorem 7 for symplectic and orthogonal groups.
As before, given x ∈ G we will write α(x) for the maximal dimension of an eigenspace of x
on the natural module V and we set s = n− α(x).

Proposition 6.2. The conclusion to Theorem 7 holds if G = Spn(k) with n > 4.

Proof. Let C = xG ∈ Pr. In view of Lemma 6.1, our goal is to show that

r dimC 6
9

8
n2 + ε, (18)

where ε = 2 if n = 4 or (n, p) = (6, 2), otherwise ε = 0.

First assume n > 6. If r = 2 then dimC 6 1
2n

2 (maximal if x is regular) so we may assume
r > 3. By [5, Proposition 2.9] we have

dimxG 6
1

2
(2ns− s2 + 1). (19)

Suppose r = 3. Since G is not topologically generated by two elements in C, by applying
Theorem 4 we deduce that either x is quadratic, or α(x) > n/2. In the quadratic case, we
calculate that dimC 6 1

4n(n+ 2), while (19) (with s = n/2− 1) yields dimC 6 3
8n

2 − 1
2n if

α(x) > n/2. Now assume α(x) = n/2 and x is not quadratic, so p = 2 by Theorem 4. Then x
is semisimple with a 1-eigenspace of dimension n/2 and it is easy to check that dimC 6 3

8n
2,

with equality if x has n/2 + 1 distinct eigenvalues on V . We conclude that 3 dimC 6 9
8n

2 in
all cases.

Now assume r > 4. If n = 6 and x = (−I2, I4) then r = 4, dimC = 8 and clearly
r dimC < 9

8n
2. In the remaining cases, Theorem 4 implies that (r − 1)α(x) > n(r − 2) (with

equality only if p = 2), so

α(x) >

⌈
n(r − 2)

r − 1

⌉
. (20)

By applying the bound in (19), we deduce that

r dimC 6
r

r − 1

(
1− 1

2(r − 1)

)
n2 +

r

2
.

One can check that this upper bound is maximal when r = 4, which gives

r dimC 6
10

9
n2 + 2.

Now 10
9 n

2+2 6 9
8n

2 if and only if n > 12, so the cases with n ∈ {6, 8, 10} need closer attention.
By combining the bounds in (19) and (20), we reduce to the cases where (n, r) = (8, 5) or
(6, 4), and also (n, r) = (6, 7) if p = 2. In the latter case, x = (J2, J

4
1 ) is a long root

element, dimC = 6 and 7 dimC = 42 = 9
8n

2 + 3
2 . Next assume (n, r) = (6, 4). Here the

bound (r − 1)α(x) > n(r − 2) implies that α(x) ∈ {4, 5}. In fact, since r = 4, we see that
α(x) = 4 is the only option (if α(x) = 5 then rα(x) > n(r − 1)), so p = 2 and it is easy
to check that dimC 6 10, which yields 4 dimC < 9

8n
2 (note that either x is semisimple of

the form (I4, λ, λ
−1), or x is an involution of type a2 or c2 in the notation of [1]). Similarly,

if (n, r) = (8, 5) then α(x) = 6, p = 2 and we calculate that dimC 6 14, which gives
5 dimC < 9

8n
2 as required.

To complete the proof of the proposition, we may assume n = 4, so r 6 5 and 9
8n

2 = 18.
First assume p 6= 2. If r = 2 then the desired bound r dimC 6 20 holds since dimC 6 8.
Next assume r = 3. If x is quadratic, then dimC 6 6 (with equality if x = (λI2, λ

−1I2)
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or (J2
2 )) and thus 3 dimC 6 18. Otherwise 2α(x) > 4, so α(x) = 3 and this case does not

arise since rα(x) > n(r − 1). If r = 4 then 3α(x) > 8, so α(x) = 3, x = (J2, J
2
1 ) and the

result follows since dimC = 4. Finally, if r = 5 then x = (−I2, I2), dimC = 4 and thus
5 dimC = 20 = 9

8n
2 + 2.

Finally, assume n = 4 and p = 2. The above argument applies when r = 2, or if r = 3
and x is quadratic. If r = 3 and x is not quadratic, then x = (I2, λ, λ

−1), dimC = 6 and the
desired bound holds. The previous argument handles the case r = 4, and for r = 5 we have
x = b1 or a2, so dimC = 4 and thus 5 dimC = 20 = 9

8n
2 + 2. �

Proposition 6.3. The conclusion to Theorem 7 holds if G = SOn(k) with n > 7.

Proof. Let C = xG ∈ Pr. By Lemma 6.1, it suffices to show that (18) holds with ε = 0. First
assume n > 10 is even and note that dimC 6 1

2n
2 − n, so we may assume r > 3. By [5,

Proposition 2.9] we have

dimxG 6
1

2
(2ns− s2 − 2s), (21)

where s = n− α(x) as above.

If r = 3 then either x is quadratic, or α(x) > n/2. For x quadratic, we calculate that
dimC 6 1

4n
2 (maximal if p = 2, n ≡ 0 (mod 4) and x is an involution of type cn/2). Similarly,

if α(x) > n/2 then (21) implies that dimC 6 3
8n

2 − n+ 1
2 and so in both cases we conclude

that 3 dimC < 9
8n

2. Now assume r > 4. Here (20) holds and by applying the bound in (21)
we deduce that

r dimC 6
r

r − 1

(
1− 1

r − 1

)
n2 − rn

r − 1
<

r

r − 1

(
1− 1

r − 1

)
n2 < n2,

which gives the desired bound.

A very similar argument applies if n > 7 is odd (recall that p 6= 2 in this case). For example,
suppose r > 4. As before, (20) holds, which in turn implies that s 6 n/(r − 1) and we note
that [5, Proposition 2.9] gives

dimxG 6
1

2
(2ns− s2 − 2s+ 1).

In this way, we get

r dimC 6
r

r − 1

(
1− 1

2(r − 1)

)
n2 6

10

9
n2 <

9

8
n2

and the result follows.

Finally, let us assume G = SO8(k). Here Theorem 4.6 implies that r ∈ {2, 3, 4} and we
claim that r dimC 6 48 = 3

4n
2 is best possible. To see this, first note that dimC 6 24,

so the bound holds when r = 2. Next suppose r = 3. If x is quadratic then dimC 6 16,
with equality if x is an involution of the form (−I4, I4) or c4, according to the parity of
p. Otherwise, 2α(x) > 8 and thus α(x) = 6, but this is incompatible with the condition
r = 3 since 3α(x) > 2n. Finally, suppose r = 4. Here 3α(x) > 2n, so α(x) = 6 and it is
straightforward to check that dimC 6 12, with equality if and only if x is semisimple of the
form (I6, λ, λ

−1), or p 6= 2 and x is unipotent with Jordan form (J3, J
5
1 ), or p = 2 and x is an

involution of type c2. In particular, 4 dimC 6 48 = 3
4n

2 and the proof of the proposition is
complete. �

This completes the proof of Theorem 7 and we conclude this section by presenting a brief
proof of Corollary 8.

Proof of Corollary 8. Define G, V , V ′ and d′(G) as in the statement of the corollary and
define V G and d(G) as in Theorem 7. It is well known that a generic stabilizer is trivial as a
group scheme if and only if there are no k-points and the corresponding Lie algebra is trivial
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(this is a special case of [38, Proposition 3.16]). By Theorem 7, a generic stabilizer is trivial as
an algebraic group if dimV/V G > d(G), while the Lie algebra is trivial if dimV/V ′ > d′(G)
by [12, Theorem A]. The result follows. �

7. Random generation of finite simple groups

In this section we prove Theorem 9 and Corollary 11 on the generation of finite simple
groups of Lie type. As discussed in Section 1, Theorem 9 extends work of Liebeck and Shalev
[32, 33] and Gerhardt [16] on random (r, s)-generation of finite classical groups, as well as
similar results of Guralnick et al. [7, 20] for exceptional groups of Lie type.

As in the statement of Theorem 9, let r and s be primes with s > 2 and let Sr,s be the
set of finite simple groups whose order is divisible by both r and s. Given a group L in Sr,s,
let Pr,s(L) be the probability that L is generated by randomly chosen elements of order r
and s (see (5)). Our goal is to prove that if (Gi) is a sequence of simple groups in Sr,s with
|Gi| → ∞, then either

(a) Pr,s(Gi)→ 1, or

(b) (r, s) = (2, 3), (3, 3) and (Gi) contains an infinite subsequence of groups of the form
PSp4(q).

By combining [16, Theorem 1.4] and [7, Theorem 12] with the main theorem of [33], we
deduce that if (Gi) is any sequence of alternating, linear, unitary, or exceptional groups in
Sr,s with |Gi| → ∞, then Pr,s(Gi) → 1. Therefore, in view of the main theorem of [33], to
complete the proof of the theorem we need to extend this result to symplectic and orthogonal
groups of bounded rank, noting the anomaly of the 4-dimensional symplectic groups when
(r, s) = (2, 3) or (3, 3) (see Remark 8 in Section 1).

Let us briefly introduce our notational set up for the proof of Theorem 9. Let G be a
simply connected simple algebraic group defined over an algebraically closed field k of positive
characteristic p that is not algebraic over a finite field. Given a Steinberg endomorphism
F : G→ G, let GF = G(q) be the fixed points of F on G for some p-power q, where G(q) is
possibly twisted. Set Z(q) = Z(G) ∩G(q) and note that G(q)/Z(q) is almost always a finite
simple group of Lie type over Fq (the handful of exceptions include the groups Sp4(2) and
2F4(2), which are not perfect). Let r be a prime and set

m(G, r, q) = max{dim gG : g ∈ G(q) has order r modulo Z(G)}
C(G, r, q) = {gG : dim gG = m(G, r, q) and g ∈ G(q) has order r modulo Z(G)}

For primes r and s, let Q(r, s) be the set of powers q = pa such that G(q) contains elements
of orders r and s modulo Z(G).

The following result is a key ingredient in the proof of Theorem 9. In the statement, the
integer N is defined in (3). Also recall the definition of ∆ in (1).

Proposition 7.1. Let G = Spn(k) or Spinn(k), where n > N . Let r and s be primes with
s > 2 and assume (r, s) 6= (2, 3), (3, 3) if G = Sp4(k). Fix q ∈ Q(r, s) and set X = C1 × C2,
where C1 ∈ C(G, r, q) and C2 ∈ C(G, s, q). Then ∆ is nonempty.

Proof. Write Ci = xGi and let di be the dimension of the largest eigenspace of xi on the
natural n-dimensional kG-module V . In addition, let ei = dimV xi be the dimension of the
1-eigenspace of xi on V . Then by Theorem 4, it follows that ∆ is nonempty if all the following
conditions are satisfied:

(a) d1 + d2 6 n;

(b) e1 + e2 < n if G = Spn(k) and p = 2;

(c) x1 and x2 are not both quadratic;

(d) x1 and x2 do not appear in Table 1 (up to ordering).
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We refer the reader to [8, Chapter 3] for a convenient source of information on the conjugacy
classes of elements of prime order in finite classical groups.

Case 1. G = Spn(k)

To begin with, let us assume G = Spn(k) with n > 4 and fix a conjugacy class C = xG in
C(G, r, q). Set e = dimV x and let d be the maximal dimension of an eigenspace of x on V .

If r = 2 then it is straightforward to show that d = n/2. For example, if p 6= 2 and
g ∈ G(q) has order 2 modulo Z(G), then g is either G-conjugate to an involution of the
form (−I`, In−`) for some even integer 2 6 ` 6 n− 2, or an element of order 4 of the form
(λIn/2, λ

−1In/2). Now dim gG = `(n − `) or 1
4n(n + 2) in the two cases, whence dim gG is

maximal when g = (λIn/2, λ
−1In/2) and thus d = n/2 as claimed.

Now assume r > 2. We claim that either d 6 n/2− 1 or (n, r, d) = (4, 3, 2).

To see this, let us first assume r = p, so x is unipotent and the Jordan form of x on V
corresponds to the largest partition π of n (with respect to the usual dominance ordering
on partitions) with the property that all parts of π have size at most p and the multiplicity
of every odd part is even (as noted in [8, Proposition 3.4.10], every partition of this form
corresponds to an element of order p in G(q)). Write n = ap+ b with 0 6 b < p. If a is even
then π = (pa, b), otherwise π = (pa−1, p− 1, b+ 1). In both cases, d = dn/pe and the claim
quickly follows (note that π = (22) if n = 4 and p = 3).

Now assume r > 2 and r 6= p, so x is semisimple. Let i be the smallest positive integer such
that r divides qi − 1 and set t = (r − 1)/i. First we establish the bound d 6 n/2. To see this,
suppose d > n/2 and note that d = e since each eigenvalue λ ∈ k has the same multiplicity
as λ−1. Suppose i is even and in the notation of [8, Section 3.4.1] write x as a block-diagonal
matrix

x = (Λa11 , . . . ,Λ
at
t , Ie) ∈ G(q)

where each Λj ∈ GLi(q) is irreducible and each aj is a nonnegative integer (here the Λj

represent the distinct conjugacy classes in GLi(q) of elements of order r, while aj denotes the
multiplicity of Λj in the block-diagonal form of x). Then

dimC = dimG− 1

2
e2 − 1

2
e− i

2

t∑
j=1

a2j .

Consider the following element

y = (Λa1+1
1 ,Λa22 , . . . ,Λ

at
t , Ie−i) ∈ G(q)

of order r and set D = yG. Then

dimD = dimC + i(e− a1 − i/2) > dimC (22)

since a1 < n/2i and i < n/2. This is a contradiction and one can check that a very similar
argument applies when i is odd.

To complete the proof of the claim, it remains to rule out d = n/2 (unless (n, r) = (4, 3),
in which case d = 2 for every element in G of order r). Seeking a contradiction, let us
assume d = n/2. If n ≡ 2 (mod 4) then x cannot have a d-dimensional 1-eigenspace (since
the 1-eigenspace of any semisimple element has to be even-dimensional) and thus i ∈ {1, 2},
e = 0 and x = (λIn/2, λ

−1In/2) is quadratic. But then G(q) contains elements of the form

y = (λIn/2−1, λ
−1In/2−1, I2) and we have dim yG = dimxG + n− 4, which is a contradiction.

Finally, suppose n ≡ 0 (mod 4). If n = 4 and r > 5 then G(q) contains regular semisimple
elements of order r, so d = 1 = n/2 − 1. Now assume n > 8. If e 6= n/2 then the previous
argument applies, so let us assume e = n/2. If i is even then we can define D = yG as in the
previous paragraph and we note that (22) holds since a1 6 n/2i and i 6 n/2. Once again, we
have reached a contradiction. And similarly if i is odd.
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In view of the above bounds, and recalling that (r, s) 6= (2, 3), (3, 3) when n = 4, it is
now easy to see that properties (a)-(d) hold when G = Spn(k), whence ∆ is nonempty by
Theorem 4.

Case 2. G = Spinn(k)

For the remainder, let us assume G = Spinn(k) with n > 7. The case n odd is straight-
forward; here p 6= 2 and it is easy to check that d = (n+ 1)/2 if r = 2 and d 6 (n− 1)/2 if
r > 2. In particular, we observe that (a), (c) and (d) are satisfied.

Now assume n is even, so n > N = 10. If r = 2 then one can check that

d =

{
n/2 if n ≡ 0 (mod 4)
n/2 + 1 if n ≡ 2 (mod 4)

For example, if p = 2 and g ∈ G is an involution, then dim gG is maximal when g is of
type cn/2 if n ≡ 0 (mod 4) (in the notation of [1]) and of type cn/2−1 if n ≡ 2 (mod 4). In

particular, in the latter case g has Jordan form (J
n/2−1
2 , J2

1 ) and thus d = n/2 + 1 (note that
in this situation, there are no involutions of type bn/2 in G).

Now assume r > 2. We claim that d 6 n/2 − 1 if r = p. As in the symplectic case, the
Jordan form of x corresponds to the largest partition π of n with the property that all parts
have size at most p, but here we require that every even part has an even multiplicity. Write
n = ap+ b with 0 6 b < p. If a is odd then b is odd and π = (pa, b). On the other hand, if a
is even then π = (pa) if b = 0, otherwise π = (pa, b− 1, 1). It is now straightforward to check
that d 6 n/2− 1. For example, suppose p = 3. From the above observations we deduce that
d 6 n/3 + 2, which is less than n/2 for n > 18. The remaining cases with 10 6 n 6 16 can be
checked directly. For instance, if n = 10 then π = (33, 1) and thus d = 4 = n/2− 1.

Finally, suppose that r > 2 and r 6= p. As before, let i > 1 be minimal such that r divides
qi − 1. We claim that

d 6

{
n/2 if n ≡ 0 (mod 4)
n/2− 1 if n ≡ 2 (mod 4)

First we establish the bound d 6 n/2 for all n. Seeking a contradiction, suppose d > n/2. As
in the symplectic case, this implies that d = e and it is easy to construct an element y ∈ G(q)
of order r modulo Z(G) with dim yG > dimxG, which gives the desired contradiction. For
example, suppose i is odd and write

x = ((Λ1,Λ
−1
1 )a1 , . . . , (Λt/2,Λ

−1
t/2)

at/2 , Ie)

as in [8, Proposition 3.5.4], where t = (r− 1)/i. Here the Λ±j represent the distinct conjugacy

classes of elements of order r in GLi(q) and we note that Λj and Λ−1j must have the same
multiplicity aj in the block-diagonal form of x, as indicated by the notation. Now define

y = ((Λ1,Λ
−1
1 )a1+1, (Λ2,Λ

−1
2 )a2 , . . . , (Λt/2,Λ

−1
t/2)

at/2 , Ie−2i) ∈ G(q)

and note that
dim yG = dimxG + 2i(e− a1 − i− 1).

Since a1 6 (n/2− 1)2i and i 6 (n/2− 1)/2, it is easy to check that a1 + i+ 1 < e and thus
dim yG > dimxG as required. A similar argument applies when i is even.

This establishes the desired bound on d when n ≡ 0 (mod 4), so let us assume n ≡ 2
(mod 4). If d = n/2 then x = (λIn/2, λ

−1In/2) is the only option (note that the 1-eigenspace
of any semisimple element in G of order r modulo Z(G) is even dimensional) and it is easy
to see that dim yG > dimxG with y = (λIn/2−1, λ

−1In/2−1, I2) ∈ G(q).

With the bounds on d in hand, it is straightforward to check that properties (a) and (c)
hold. In addition, by inspecting Table 1 we observe that (d) holds. This completes the proof
of the proposition. �



TOPOLOGICAL GENERATION OF SIMPLE ALGEBRAIC GROUPS 65

We also need an analogous result in the special case G = Spin8(k).

Proposition 7.2. Let G = Spin8(k) and r, s be primes with s > 2. Fix q ∈ Q(r, s) and set
X = C1 × C2, where C1 ∈ C(G, r, q) and C2 ∈ C(G, s, q). Then ∆ is nonempty.

Proof. Fix a class C = xG in C(G, r, q) and let dj be the maximal dimension of an eigenspace
of x on the 8-dimensional irreducible kG-module Vj = L(ωj) for j = 1, 3, 4. By inspecting the
relevant conjugacy classes in G and their images under a triality graph automorphism τ of G,
it is straightforward to show that dj 6 4 for all j.

To see this, first assume r = 2. If p 6= 2 then x has Jordan form (−I4, I4) on V1 and we
note that C is stable under τ , so dj = 4 for all j. Similarly, if p = 2 then x is a c4-type
involution and the same conclusion holds. Now assume r > 2. If r = p then

x =

 (J2
3 , J

2
1 ) if p = 3

(J5, J3) if p = 5
(J7, J1) if p > 7

and in each case C is stable under τ , whence dj = 4 if p = 3, otherwise dj = 2. Finally,
suppose r > 2 and r 6= p. Let i > 1 be minimal such that r divides qi − 1, so i ∈ {1, 2, 3, 4, 6}.
If i ∈ {3, 6} then dj = 2 for all j and similarly dj ∈ {2, 4} if i = 4. Now assume i ∈ {1, 2}. If
r = 3 then x = (I2, λI3, λ

−1I3) or (I4, λI2, λ
−1I2), noting that dimxG = 18 in both cases, so

dj ∈ {3, 4} in this case. For r = 5 we get x = (I4, λ, λ
2, λ−1, λ−2) or (λI2, λ

2I2, λ
−1I2, λ

−2I2),
where λ ∈ k is a primitive 5-th root of unity; in both cases dimxG = 20 and dj ∈ {2, 4}.
Finally, if r > 7 then dimxG = 24 and dj ∈ {1, 2}.

This justifies the claim and the result now follows via Theorem 4.7. �

We are now in a position to complete the proof of Theorem 9.

Proof of Theorem 9. Let r and s be primes with s > 2. By combining [16, Theorem 1.4] and
[7, Theorem 12] with the main results in [33] on classical and alternating groups of large rank
and degree, respectively, we only need to consider symplectic and orthogonal groups of fixed
rank. So let G = Spn(k) or Spinn(k) be a simply connected simple algebraic group over an
algebraically closed field k of characteristic p > 0 and assume k is not algebraic over a finite
field. Since Sp2(k) = SL2(k) and Spin6(k) is isogenous to SL4(k), we may assume that either
n > N (see (3)) or G = Spin8(k). Let us also assume that (r, s) 6= (2, 3), (3, 3) if G = Sp4(k).

Fix q ∈ Q(r, s) and set X = C1 × C2, where C1 ∈ C(G, r, q) and C2 ∈ C(G, s, q). By
applying Propositions 7.1 and 7.2 we deduce that ∆ is nonempty and thus

lim
q∈Q(r,s), q→∞

Pr,s(G(q)) = 1

by [16, Lemma 6.4]. Finally, since Z(q) is contained in the Frattini subgroup of G(q), we
deduce that the same conclusion holds for the simple groups G(q)/Z(q). �

Let us highlight the anomaly of the 4-dimensional symplectic groups.

Theorem 7.3. Suppose G = Sp4(k), where k has characteristic p > 0.

(i) If (r, s) = (2, 3), then Pr,s(G(q)) = 0 if p 6 3 and limq→∞ Pr,s(G(q)) = 1/2 if p > 5.

(ii) If (r, s) = (3, 3), then Pr,s(G(q)) = 0 if p = 3 and

lim
q→∞

Pr,s(G(q)) =

{
3/4 if p > 5
1/2 if p = 2.

Proof. Let C = xG and D = yG be conjugacy classes of maximal dimension, where x and
y have order 2 and 3 modulo Z(G), respectively. Note that C ∩ G(q) and D ∩ G(q) are
nonempty.
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If p 6= 2 then x = (λI2, λ
−1I2) with λ2 = −1. Similarly, if p 6= 3 then y = (λI2, λ

−1I2)
or (I2, λ, λ

−1) up to conjugacy, where λ3 = 1. In particular, if p > 5 and X = C ×D then
Theorem 4 implies that ∆ is nonempty if and only if D is the class of elements of the form
(I2, λ, λ

−1). Therefore, by arguing as in the proof of Theorem 9, we deduce that

lim
q→∞

P2,3(G(q)) =
1

2

if p > 5. Similarly, by considering X = D1 × D2 where the Di are classes of elements of
order 3 of maximal dimension, we deduce that ∆ is nonempty unless D1 = D2 is the class of
quadratic elements of order 3, whence

lim
q→∞

P3,3(G(q)) =
3

4

for p 6= 3.

Next assume p = 3. As above, x is quadratic and we note that y is also quadratic, with
Jordan form (J2

2 ). Since G is not topologically generated by two quadratic elements, we
deduce that P2,3(G(q)) = P3,3(G(q)) = 0 for all q = 3f .

Finally, let us assume p = 2 and recall that G has two 4-dimensional irreducible restricted
kG-modules, denoted Vj = L(ωj) for j = 1, 2. First note that x acts quadratically on both
modules (with Jordan form (J2

2 )). Similarly, y acts quadratically on exactly one of the two
modules and we deduce that P2,3(G(q)) = 0. Finally, if D1 and D2 denote the two classes
of elements of order 3, then ∆ is nonempty if X = D1 × D2 or D2 × D1, and empty if
X = Di × Di for i = 1, 2 (see Theorem 5.10). We conclude that P3,3(G(q)) → 1/2 when
p = 2. �

Finally, let us turn to Corollary 11, which gives an asymptotic version of Conjecture 10 on
the generation of finite simple groups by two Sylow subgroups.

Proof of Corollary 11. Let G be a finite simple group and let r, s be prime divisors of |G| with
r 6 s. Clearly, if Pr,s(G) > 0 then G is generated by a pair of Sylow subgroups corresponding
to the primes r and s. Therefore, by combining Theorems 9 and 7.3, the proof of Corollary
11 is reduced to the following cases:

(a) (r, s) = (3, 3) and G = Sp4(q) with q = 3f ; or

(b) (r, s) = (2, 3) and G = Sp4(q) with q = 2f or 3f ; or

(c) (r, s) = (2, 2).

First consider cases (a) and (b). Write q = pf where p is a prime and note that p ∈ {r, s}.
In both cases, a maximal subgroup of G contains a Sylow p-subgroup of G if and only if it is
a parabolic subgroup. In particular, there are only two maximal subgroups of G containing a
fixed Sylow p-subgroup. The probability that a randomly chosen element of a given nontrivial
conjugacy class is contained in a fixed maximal parabolic subgroup tends to 0 as f tends to
infinity and the desired result follows.

Finally, consider case (c). By the main theorem of [18], it follows that every nonabelian
finite simple group G can be generated by a Sylow 2-subgroup and an involution. The result
follows. �

Remark 7.4. Fix primes r and s and let (Gi) be a sequence of finite simple groups, with
|Gi| tending to infinity, such that each |Gi| is divisible by r and s. In a sequel we will prove
that with probability tending to 1, Gi = 〈P,Q〉 for randomly chosen Sylow subgroups P and
Q corresponding to the primes r and s. Let us briefly outline the main steps:

(a) By applying Theorems 9 and 7.3, we can reduce the problem to the case where
r = s = 2.
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(b) Suppose G = An. Fix a Sylow 2-subgroup P of G and note that P fixes at most
one subset of {1, . . . , n} of a given size. The probability that a random conjugate of

P fixes the same subset of size k is either 0 or
(
n
k

)−1
, and clearly the sum of these

probabilities for 1 6 k < n goes to 0 as n→∞. Therefore, with probability tending
to 1 with n, the subgroup of G generated by two random Sylow 2-subgroups acts
transitively on {1, . . . , n}. By a classical theorem of Jordan (see [11, Example 3.3.1],
for example), if n > 9 then G has no proper primitive subgroup containing a double
transposition. Therefore, the only obstruction to randomly generating G by a pair
of Sylow 2-subgroups is the possibility that they generate a transitive imprimitive
subgroup. But for any divisor m of n, a Sylow 2-subgroup of G stabilizes at most
one partition of {1, . . . , n} into parts of size m. Therefore, the probability that two
random Sylow 2-subgroups generate an imprimitive subgroup goes to 0 as n→∞.

(c) Finally, let G be a group of Lie type over Fq of twisted Lie rank `. If ` is increasing,
then the desired result follows from [28, Theorems 3.1 and 3.2].

(d) Now assume ` is fixed and q tends to infinity. Suppose q is even and let P be a Sylow
2-subgroup of G. By a lemma of Tits (see [42, 1.6]), there are precisely ` maximal
subgroups of G that contain P ; one for each conjugacy class of maximal parabolic
subgroups of G. Therefore, the probability that P and a random conjugate of any
given nontrivial element generate G tends to 1 as q →∞.

(e) Finally, suppose ` is fixed, q = pf is odd and f tends to infinity. Let Ḡ be the
corresponding simply connected simple algebraic group over an algebraically closed
field of characteristic p that is not algebraic over a finite field. Here the key step is to
extend our results on topological generation by establishing the existence of conjugacy
classes C1 and C2 in Ḡ containing elements of order 2 and 4 (modulo the center of
Ḡ), respectively, with several desirable properties. In particular, we will show that
there exists a tuple (y1, y2) ∈ C1 × C2 such that 〈y1, y2〉 is Zariski dense in Ḡ. From
here, it is relatively straightforward to complete the argument.

8. Proof of Corollary 5

In this final section, we present a proof of Corollary 5, which is another consequence of our
main results.

As in the corollary, let G be a simple classical algebraic group over an algebraically closed
field k of characteristic p > 0 that is not algebraic over a finite field. Let V be the natural
module for G and set n = dimV . Recall that n >M , where M is the integer defined in (4).
Define X as in (2), where each xi has prime order modulo Z(G), and let di be the maximal
dimension of an eigenspace of xi on V . Let us assume there exists y ∈ X such that G(y) acts
irreducibly on V .

First observe that the existence of such an element y implies that G(x) does not generically
fix a 1-dimensional subspace of V and thus

∑
i di 6 n(r − 1).

Suppose G = Spn(k), n > 4 and p = 2. Let ei = dimV xi be the dimension of the
1-eigenspace of xi on V . If

∑
i ei = n(r − 1) then by arguing as in the proof of Lemma

3.38 we see that G(x) generically fixes a 1-dimensional subspace of the indecomposable
orthogonal kG-module W of dimension n+ 1 (with socle of dimension n). Since G(x) does
not generically fix a 1-dimensional subspace of the socle of W , it follows that G(x) generically
fixes a complement to the socle and is therefore contained in an orthogonal subgroup On(k).

Therefore, we have
∑

i di 6 n(r − 1) and we may assume
∑

i ei < n(r − 1) if G = Spn(k)
and p = 2. Then by Theorem 4, ∆ is nonempty unless we are in one of the exceptional cases
recorded in parts (i) and (ii) in the statement of the theorem. If (i) holds, in which case
r = 2 and the xi are quadratic, then Lemma 3.13 implies that each G(x) acts reducibly on
V . Similarly, by carefully inspecting the proof of Theorem 4, we find that each G(x) acts
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reducibly on V whenever we are in any of the exceptional cases in part (ii) of the theorem.
The result follows.

This completes the proof of Corollary 5.
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