
NORMALISERS OF MAXIMAL TORI AND

A CONJECTURE OF VDOVIN

TIMOTHY C. BURNESS AND ADAM R. THOMAS

Abstract. Let G = Op′(ḠF ) be a finite simple group of Lie type defined over a field
of characteristic p, where F is a Steinberg endomorphism of the ambient simple algebraic
group Ḡ. Let T̄ be an F -stable maximal torus of Ḡ and set N = NG(T̄ ). A conjecture
due to Vdovin asserts that if G 6∼= L3(2) then N ∩ Nx is a p-group for some x ∈ G. In
this paper, we use a combination of probabilistic and computational methods to calculate
the base size for the natural action of G on G/N , which allows us to prove a stronger, and
suitably modified, version of Vdovin’s conjecture.

1. Introduction

Let G be a finite simple group of Lie type over Fq, where q = pf and p is a prime. Write

G = Op
′
(ḠF ), where Ḡ is a simple algebraic group of adjoint type over the algebraic closure

k of Fp and F is an appropriate Steinberg endomorphism of Ḡ with fixed point subgroup ḠF .
Let T̄ be an F -stable maximal torus of Ḡ and set N = NG(T̄ ). The following conjecture
of Evgeny Vdovin is presented as Problem 17.42 in the Kourovka Notebook [30] (it first
appeared in the 17th edition, which was published in 2010).

Conjecture. Let G = Op
′
(ḠF ) be a finite simple group of Lie type and define N = NG(T̄ )

as above. If G 6∼= L3(2) then N ∩Nx is a p-group for some x ∈ G.

The special case G ∼= L3(2) is a genuine exception. Indeed, if N = 7:3 is the normaliser
of a Singer cycle, then |N ∩Nx| = 3 for all x ∈ G \N .

In this paper, we will prove a suitably modified version of Vdovin’s conjecture (it turns out
that there are two additional exceptions, so an adjustment is necessary). In order to state
our main result (see Theorem 1 below), we need some additional terminology. Let G and
N be as above and view G as a transitive permutation group on the set Ω = G/N of cosets
of N . Then the base size of G, denoted b(G,N), is the minimal size of a subset of Ω with
trivial pointwise stabiliser in G. Equivalently, b(G,N) is the smallest number of conjugates
of N so that the intersection of these subgroups is trivial. In particular, b(G,N) = 2 if and
only if N ∩ Nx = 1 for some x ∈ G. As a consequence, let us observe that if p does not
divide the order of the Weyl group NḠ(T̄ )/T̄ of Ḡ, then N ∩Nx is a p-group for some x ∈ G
if and only if b(G,N) = 2.

Determining the base size of a finite permutation group is both a classical and fundamental
problem in permutation group theory (we refer the reader to the survey articles [2, 28] and
[6, Section 5] for more background on bases and their diverse applications in group theory
and related areas). In particular, there has been a great deal of recent interest in studying
base sizes for almost simple primitive permutation groups, partly motivated by a circle of
highly influential conjectures of Babai, Cameron, Kantor and Pyber from the 1990s, which
have all been resolved in recent years. In this context, our main result can be viewed as
a contribution to research in this direction. It also constitutes further progress towards a
classification of the finite primitive groups with a base of size 2, which is an active and
ambitious project initiated by Saxl in the 1990s.
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b(G,N) G N
3 L2(q) D2(q+1) q > 4 even

L3(2) 7:3
U3(3) 42:S3

U5(2) 34:S5

U6(2) 34:S6

Sp6(2) 33:(S2 o S3)
Ω+

8 (2) 34:(23:S4)
4 U4(2) 33:S4

Table 1. The groups in Theorem 1 with b(G,N) > 3

Theorem 1. Let G = Op
′
(ḠF ) be a finite simple group of Lie type and set N = NG(T̄ ) as

above. Then either

(i) b(G,N) = 2; or

(ii) G, N and b(G,N) are recorded in Table 1 (up to isomorphism).

By inspecting the cases appearing in Table 1, we obtain the following corollary, which
establishes a modified form of Vdovin’s conjecture.

Corollary 2. There exists an element x ∈ G such that N ∩Nx is a p-group if and only if
(G,N) is not one of the following (up to isomorphism):

(L3(2), 7:3), (U4(2), 33:S4), (U5(2), 34:S5). (1)

Remark 1. Let us comment on the three special cases recorded in (1).

(a) First assume G = L3(2). Here Ḡ = PSL3(k) and we recall that there is a bijection
between the set of G-classes of F -stable maximal tori of Ḡ and the set of conjugacy
classes of the Weyl group S3 (see Section 2.2 for more details). One of these G-classes
corresponds to the split maximal tori in G, which are trivial since q = 2, so in this
case we observe that N = NG(T̄ ) = S3 is the subgroup of monomial matrices in G
and it is easy to check that b(G,N) = 2. The other two G-classes yield subgroups of
the form NG(T ) with T a cyclic maximal torus of G. If |T | = 3 then N = D6 and
b(G,N) = 2. On the other hand, if |T | = 7 then T is a Singer cycle, N = 7:3 and we
find that |N ∩Nx| = 3 for all x ∈ G \N (in addition, it is easy to identify elements
x, y ∈ G such that N ∩Nx ∩Ny = 1, so b(G,N) = 3).

(b) Next suppose G = U4(2) and N = 33:S4 is the normaliser of a split maximal torus.
This case is also an exception to the main assertion in Vdovin’s conjecture since
|N ∩ Nx| ∈ {24, 54} for all x ∈ G \ N . In fact, b(G,N) = 4 and it is worth noting
that there exist x, y ∈ G such that N ∩Nx ∩Ny has order 2.

(c) Similarly, if G = U5(2) and N = 34:S5 then we find that b(G,N) = 3 and |N ∩Nx|
is divisible by 12 for all x ∈ G \N .

Some special cases of Theorem 1 have been studied in earlier work. For example, [13,
Proposition 4.2(i)] states that if G is an almost simple exceptional group of Lie type and
N = NG(T̄ ) is a maximal subgroup, then b(G,N) = 2. Similarly, if G is an almost simple
classical group and N = NG(T̄ ) is maximal, then b(G,N) 6 4 by the main theorem of [5] (in
addition, the exact base size is computed in [7] if N is soluble and maximal, which includes
the cases studied here with G = L2(q) and q > 13).

Bases for the action of the ambient algebraic group Ḡ on the coset variety Ω̄ = Ḡ/N̄ have
also been investigated, where N̄ = NḠ(T̄ ). Here the main result is [9, Theorem 9], which
states that b(Ḡ, N̄) = 2 unless Ḡ is isomorphic to PSL2(k). (More precisely, if Ḡ 6= PSL2(k)
then the generic base size is 2, which means that the 2-point stabiliser Ḡα,β is trivial for
all (α, β) in a non-empty open subset of Ω̄ × Ω̄.) As a consequence, if G 6= L2(q) is a finite
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simple group of Lie type over Fq then [9, Proposition 2.7] implies that b(G,N) = 2 for all
sufficiently large q (moreover, the probability P(G,N, 2) that a random pair of points in
Ω = G/N forms a base for G tends to 1 as q tends to infinity). This result for algebraic
groups is reflected in Theorem 1, where we see that Table 1 contains an infinite family of
exceptions with G = L2(q). In addition, let us observe that if G = L2(q) then

P(G,N, 2)→
{

1/2 if q is odd
0 otherwise

as q tends to infinity (see the proof of [7, Lemmas 4.7, 4.8]).

Remark 2. Our main theorem has already found an application in [11], which we briefly
describe. Let G be a finite insoluble group with souble radical R(G) and consider the graph
ΓS(G) with vertices G \ R(G), where distinct vertices x and y are adjacent if the subgroup
〈x, y〉 is soluble. This is called the soluble graph of G and the main theorem of [11] states
that ΓS(G) is connected and its diameter, denoted δS(G), is at most 5. By a celebrated
theorem of Thompson, a finite group is soluble if and only if every 2-generated subgroup is
soluble. This implies that δS(G) > 2 and it remains an open problem to determine all the
simple groups with δS(G) = 2; the only known examples are as follows (up to isomorphism):

L2(q) (q > 4 even), L3(2), U4(2).

In [11], Theorem 1 is used to reduce this problem to unitary, symplectic and orthogonal
groups (see [11, Propositions 6.9, 6.15]). For groups of Lie type, the connection is as follows.
Suppose there exists a semisimple element g ∈ G such that 〈g〉 is a maximal torus and
N = NG(〈g〉) is the unique maximal soluble subgroup of G containing g (for example, if
n > 3 then this property holds if G = Ln(q) and g ∈ G is a Singer element of order
(qn− 1)/d(q− 1) with d = (n, q− 1)). Excluding the special cases in Table 1, it follows that
N ∩Nx = 1 for some x ∈ G. Since the neighbours of g and gx in ΓS(G) coincide with the
nontrivial elements in N and Nx, respectively, we conclude that the distance between g and
gx is at least 3 and thus δS(G) > 3.

We will apply a combination of probabilistic and computational methods in the proof of
Theorem 1, handling the classical and exceptional groups separately. Our main approach
involves the application of fixed point ratio estimates in order to derive an upper bound on
Q(G,N, 2), which is the probability that a random pair of points in G/N do not form a
base for G. Clearly, if Q(G,N, 2) < 1 then b(G,N) = 2. This powerful method for studying
base sizes was originally introduced by Liebeck and Shalev [27] in their proof of a conjecture
of Cameron and Kantor on bases for almost simple primitive groups. For appropriate low
rank groups defined over small fields, we will also use a range of computational methods to
calculate b(G,N), working with Magma [3]. We refer the reader to Section 2.3 for further
details on some of these computations.

The classical groups require a detailed analysis and a key tool is the following zeta-type
function

ηG(t) =

m∑
i=1

|xGi |−t

where t ∈ R and x1, . . . , xm is a complete set of representatives of the conjugacy classes in
G of elements of prime order. In order to explain the relevance of this function, let

fpr(x,G/N) =
|CΩ(x)|
|Ω|

=
|xG ∩N |
|xG|

be the fixed point ratio of x ∈ G, where CΩ(x) is the set of fixed points of x on Ω = G/N .
As explained in Section 2.1, if we can establish the existence of a constant c > 0 such that
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fpr(xi, G/N) 6 |xGi |−c for all i, then

Q(G,N, 2) 6
m∑
i=1

|xGi | · fpr(xi, G/N)2 6 ηG(2c− 1)

and thus b(G,N) = 2 if ηG(2c − 1) < 1. With this observation in hand, a key result is [5,
Proposition 2.2], which states that ηG(1/3) < 1 if n > 6, where n is the dimension of the
natural module for G. For n > 6, we are therefore interested in establishing an upper bound
of the form

fpr(x,G/N) < |xG|−
2
3

for each x ∈ G of prime order, which in turn requires a careful analysis of |xG∩N | and |xG|.
There is an extensive literature on the conjugacy classes of prime order elements in G and
the main challenge here is to derive an effective upper bound on |xG ∩ N |. The low rank
classical groups with n < 6 will require special attention and they are handled separately.

Notation. Let G be a finite group and let n be a positive integer. We will write Cn, or just
n, for a cyclic group of order n and Gn will denote the direct product of n copies of G. If
X is a subset of G, then in(X) is the number of elements in X of order n. An unspecified
extension of G by a group H will be denoted by G.H; if the extension splits then we may
write G:H. We adopt the standard notation for simple groups of Lie type from [22] and all
logarithms in this paper are in base 2.

Acknowledgements. Burness thanks the Department of Mathematics at the University
of Padua for their generous hospitality during a research visit in autumn 2021. Thomas is
supported by EPSRC grant EP/W000466/1.

2. Preliminaries

In this section we present some preliminary results which will be needed in the proof of
Theorem 1.

2.1. Probabilistic methods. Let G 6 Sym(Ω) be a finite transitive permutation group of
degree d with point stabiliser N and base size b(G,N). Since the elements of G are uniquely

determined by their action on a base, it follows that |G| 6 db(G,N) and we obtain the lower
bound b(G,N) > logd |G|.

Let c be a positive integer and let Q(G,N, c) be the probability that a random c-tuple
of elements in Ω do not form a base for G. Although it is difficult to compute Q(G,N, c)
precisely, a powerful approach for determining an effective upper bound was introduced by
Liebeck and Shalev in [27]. Indeed, it is straightforward to show that

Q(G,N, c) 6
m∑
i=1

|xGi | · fpr(xi, G/N)c =: Q̂(G,N, c),

where x1, . . . , xm form a complete set of representatives of the conjugacy classes in G of
elements of prime order and

fpr(xi, G/N) =
|CΩ(xi)|
|Ω|

=
|xGi ∩N |
|xGi |

is the fixed point ratio of xi on Ω = G/N with CΩ(xi) = {α ∈ Ω : αxi = α}. The following
is an immediate consequence.

Proposition 2.1. If N 6= 1 and Q̂(G,N, 2) < 1 then b(G,N) = 2.

The following result (see [5, Lemma 2.1]) is a useful tool for estimating Q̂(G,N, 2).
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Lemma 2.2. Suppose x1, . . . , xs represent distinct G-classes such that
∑

i |xGi ∩N | 6 A and
|xGi | > B for all i. Then

s∑
i=1

|xGi | · fpr(xi, G/N)2 6 A2/B.

In our analysis of classical groups, we will work with the zeta-type function

ηG(t) =
m∑
i=1

|xGi |−t (2)

where t ∈ R. The next result (see [5, Proposition 2.2]) will be an essential ingredient.

Proposition 2.3. Let G be an almost simple classical group with natural module of dimen-
sion n > 6. Then ηG(1/3) < 1.

Corollary 2.4. Let G 6 Sym(Ω) be an almost simple transitive group with nontrivial point
stabiliser N and socle G0. Assume G0 is a classical group with natural module of dimension
n > 6. Then b(G,N) = 2 if

fpr(x,G/N) 6 |xG|−
2
3 (3)

for all x ∈ G of prime order.

Proof. We have

Q̂(G,N, 2) 6
m∑
i=1

|xGi |−
1
3 = ηG(1/3) < 1

by Proposition 2.3 and thus b(G,N) = 2 by Proposition 2.1. �

For x ∈ G, it will be convenient to set

α(x) =
log |xG ∩N |

log |xG|
, (4)

noting that the bound in (3) holds if and only if α(x) 6 1/3.

Remark 2.5. For some low dimensional classical groups over small fields, it is often possible
to establish a stronger form of Proposition 2.3 with ηG(t) < 1 for some explicit constant
t < 1/3 (see Lemmas 3.4, 4.2, 5.1 and 6.2). In this situation, it then suffices to show that
α(x) 6 (1− t)/2 for all x ∈ G of prime order.

2.2. Maximal tori. There is a well developed theory of maximal tori in finite groups of Lie
type and here we briefly recall some of the key features and results, following [15, Section 3.3]
and [31, (2.1)–(2.4)].

As in the introduction, let Ḡ be a simple algebraic group of adjoint type over the algebraic
closure k of Fp and let F be a Steinberg endomorphism of Ḡ so that Op

′
(ḠF ) is a simple

group of Lie type over Fq. Let T̄ be an F -stable maximal torus of Ḡ and observe that
there is a natural action of F on the Weyl group W = NḠ(T̄ )/T̄ . We say w1, w2 ∈ W are
F -conjugate if there exists x ∈ W such that w2 = xFw1x

−1. This defines an equivalence
relation on W and the equivalence classes are called F -classes. The F -centraliser of w ∈W
is the subgroup

CW,F (w) = {x ∈W : xFwx−1 = w} (5)

of W .

Remark 2.6. We refer the reader to [29, Section 22.1] for more information on the action
of F on W and the character group of T̄ . For our purposes, let us note that the action of
F on W is determined by the corresponding automorphism ρ induced by F on the Coxeter
diagram of Ḡ (the non-oriented Dynkin diagram). If ρ is trivial (in which case ḠF is an
untwisted group), then the F -classes of W are just the usual conjugacy classes of W and
we see that CW,F (w) = CW (w) is the centraliser of w. Similarly, if ρ corresponds to an
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involutory graph automorphism of the Coxeter diagram and Ḡ is not of type Dr with r > 4
even, then there is a bijection from the F -classes of W to the usual conjugacy classes, and
we note that CW,F (w) is isomorphic to CW (w). In the remaining cases, there is a distinction
to be made between the F -classes of W and the usual conjugacy classes of W , and we refer
the reader to [19, Sections 6.5 and 7] for more details. Further comments on the case where
G = PΩ−2r(q) and r > 4 is even are presented in Remark 6.1.

A fundamental result (see [15, Proposition 3.3.3], for example) states that there is a
bijection from the set of F -classes of W to the set of ḠF -classes of F -stable maximal tori
in Ḡ. Fix an F -stable maximal torus T̄w in the ḠF -class corresponding to the F -class of
w. Since any two maximal tori in Ḡ are conjugate, it follows that T̄w = T̄ g for some g ∈ Ḡ
and the F -stability of T̄w implies that gF g−1 ∈ NḠ(T̄ ) (indeed, up to F -conjugacy we may
assume w is the image of gF g−1 in W ). By [15, Proposition 3.3.6] we have

NḠF (T̄w)/T̄Fw
∼= CW,F (w).

The order of T̄Fw can be computed using [15, Proposition 3.3.5] and the following useful upper
bound is proved in [31, (2.4)].

Lemma 2.7. Let S̄ be an F -stable `-dimensional torus in Ḡ. Then

|S̄F | 6 (qa + 1)`,

where a = 1/2 if ḠF = 2B2(q), 2G2(q) or 2F4(q), otherwise a = 1.

Set G = Op
′
(ḠF ). Then each ḠF -class of F -stable maximal tori in Ḡ intersects G in a

single G-class and we set T = G ∩ T̄Fw . If we now define d = |ḠF : G|, which is the order of
the centre of the simply connected version of Ḡ, then |T̄Fw : T | = d and it follows that

N = NG(T̄w) = T.R,

where R = CW,F (w) as above. Here it is important to note that N may be a proper subgroup

of NG(T̄Fw ). For example, if G = Ln(2) and w = 1, then T̄Fw is trivial and N ∼= Sn is the
subgroup of monomial matrices in G.

We close with the following result, which will be useful in our proof of Theorem 1 for
exceptional groups of Lie type. In the statement, ρR denotes the number of reflections in R.

Lemma 2.8. Let N = T.R as above. If x ∈ N is a root element in G, then p = 2 and

|xG ∩N | 6 ρR|T |.

Proof. By [24, Proposition 1.13], if y ∈ NḠ(T̄ ) is a root element, then p = 2 and y centralises
a subtorus in T̄ of codimension 1. In particular, each root element in N corresponds to a
reflection in R = NḠF (T̄w)/T̄Fw , so N contains at most ρR|T | root elements and the result
follows. �

2.3. Computational methods. In this final preliminary section, we briefly discuss some
of the main computational methods we use in the proof of Theorem 1. In order to perform
these computations, we use Magma [3], version V2.26-12.

There are essentially two different ways in which we apply computational methods. Firstly,
if G is a low rank simple group of Lie type defined over a small field, then it may be possible
to verify Theorem 1 directly, typically by constructing G and N as permutation groups and
using random search to find an element x ∈ G such that N ∩Nx = 1. These are the sort of
computations we focus on here, with Lemmas 2.9 and 2.10 as our main results. Note that
we do not need to construct N explicitly in all cases; indeed, to conclude that b(G,N) = 2,
it suffices to show that there exists an overgroup L of N with L ∩ Lx = 1 for some x ∈ G.

For other groups where this direct approach is not feasible, we may still be able to use
Magma to obtain useful information about G and N , which can then be combined with the
probabilistic techniques described in Section 2.1. For example, see Lemmas 3.4, 4.2, 5.1 and
6.2, where we use Magma to show that ηG(t) < 1 for various classical groups G and explicit
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constants t < 1/3, which allows us to work with slightly weaker fixed point ratio estimates

in order to establish the bound Q̂(G,N, 2) < 1. Similarly, for certain exceptional groups we

will use Magma to help us estimate Q̂(G,N, 2). For instance, see the proof of Proposition
7.5, where the groups G = Eε6(2) require special attention.

The following lemma establishes Theorem 1 for some specific low dimensional classical
groups defined over small fields.

Lemma 2.9. The conclusion to Theorem 1 holds if G is one of the following groups:

Lε6(2), Lε6(3), Lε7(2), Lε8(2)
Sp6(2), PSp6(3), Sp6(4), PSp6(5), Sp8(2), PSp8(3)

Ω7(3), Ωε
8(2), PΩε

8(3), Ω9(3), Ωε
10(2)

Proof. As noted above, we will use Magma [3] to verify the result, working with a standard
permutation representation of G of degree n 6 22204 (with equality if G = U6(3)). Write
N = T.R as above and recall from Section 2.2 that we can describe the possibilities for N
in terms of the Weyl group of G (for example, see the opening paragraphs in Sections 3–6
below). Also note that the precise cyclic structure of T is given in [14].

We start by handling the following possibilities for (G,N):

(U6(2), 34:S6), (Sp6(2), 33:(S2 o S3)), (Ω+
8 (2), 34:(23:S4)). (6)

Note that each of these cases appears in Table 1 and we need to prove that b(G,N) = 3.
First we construct N by observing that N = NG(K), where K is an elementary abelian
normal subgroup of a Sylow 3-subgroup of G of order 34, 33 and 34, respectively. In each
case, we can find elements x, y ∈ G by random search such that N ∩ Nx ∩ Ny = 1, which
implies that b(G,N) 6 3 (in the same way, we can identify an element x ∈ G such that
|N ∩ Nx| = 2, 4, 4 in the respective cases, so these cases still satisfy the main statement in
Vdovin’s conjecture). For G = Sp6(2) and Ω+

8 (2) we have logd |G| > 2, where d = |G : N |,
whence b(G,N) = 3 as claimed. For G = U6(2), we can use Magma to find a complete set
S of (N,N) double coset representatives in G and we then check that |NxN | < |N |2 for all
x ∈ S. This implies that N ∩Nx 6= 1 for all x ∈ G, so b(G,N) > 3 and the result follows.

Now let us turn to the remaining cases, where we need to show that b(G,N) = 2. First
consider the special case T = 1, which only arises when R = W and G is one of the following:

L6(2), L7(2), L8(2), Sp6(2), Sp8(2), Ω+
8 (2), Ω+

10(2).

In each of these cases, it is straightforward to construct N = W as a subgroup of G by
applying some of the in-built functions in Magma for handling groups of Lie type. It is then
a routine exercise to check that there exists an element x ∈ G with N ∩ Nx = 1 and thus
b(G,N) = 2.

Finally, let us assume T 6= 1, excluding the cases in (6) handled above. Here we adopt the
following uniform approach, which is straightforward to implement in Magma. As above,
we work with a standard permutation representation of G and we write |T |p = pa, where p is
defined to be the largest prime divisor of |T |. We start by constructing a set of representatives
of the conjugacy classes of abelian subgroups of NG(P ) of order pa, where P is a Sylow p-
subgroup of G. For each representative K, we construct L = NG(K) and we discard K if
|L| is not divisible by |N |. We now have a collection of subgroups of the form NG(K), at
least one of which contains a conjugate of N (this is because N normalises Op(T ), which is
an abelian subgroup of order pa). Fix a subgroup L = NG(K) whose order is divisible by
|N |. We then use random search to see if there exists an element x ∈ G with L ∩ Lx = 1. If
we find such an element, then we move to the next compatible subgroup of the form NG(K)
and repeat. On the other hand, if the random search is inconclusive, then we construct a
set of representatives of the L-classes of subgroups J of L of order |N | and we use random
search once again to show that b(G, J) = 2. In this way, one can check that b(G,N) = 2 in
every case. �
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For the exceptional groups of Lie type, we present the following result.

Lemma 2.10. Let G be one of the following groups

G2(3), G2(4), G2(5), 3D4(2), 3D4(4), 2F4(2)′

and let N = NG(T̄ ) as above. Then b(G,N) = 2.

Proof. Once again we use Magma [3]. Let A be the set of orders of the subgroups N we
need to consider. For instance, if G = G2(q), then W = D12 has 6 conjugacy classes (which
coincide with the F -classes of W ; see Remark 2.6) and we see that N is one of the following

(Cq±1)2.D12, Cq2±q+1.6, Cq2−1.2
2,

noting that G has two conjugacy classes of maximal tori of the form Cq2−1. So for example,
if q = 5 then A = {96, 126, 186, 192, 432}. The corresponding information for the relevant
twisted groups can be found in [17, Table 1.1] for 3D4(q) and [32] for 2F4(2).

Suppose G 6= 3D4(4), 2F4(2)′ and |N | = n ∈ A. First we construct G as a permutation
group via the function AutomorphismGroupOfSimpleGroup and we then identify a set of
representatives of the conjugacy classes of order n subgroups of G. It is then straightforward
to find a random element x ∈ G such that H ∩ Hx = 1 for each representative H and we
conclude that b(G,N) = 2.

A very similar argument applies when G = 2F4(2)′. Here it is convenient to work in
L = 2F4(2) = G.2, noting that the possibilities for |NL(T̄ )| can be read off from [32, Table
III] (also see [19, Table 7.3]). As before, we construct a set of representatives of the L-classes
of subgroups H of order |NL(T̄ )| and we then use random search to find an element x ∈ G
with H ∩Hx = 1. Once again, this allows us to deduce that b(G,N) = 2 in all cases.

Finally, let us assume G = 3D4(4). As above, we can construct G as a permutation
group of degree 328965, but the Subgroups function is ineffective and so a slightly different
approach is needed. Let T be a maximal torus of G. If T = (C21)2, (C13)2 or C241 then N
is a maximal subgroup of G and thus b(G,N) = 2 by [13, Proposition 4.2]. So to complete
the proof, we may assume T = C65 × C5, C63 × C3, C315 or C195. To handle these cases,
we first construct a Sylow 3-subgroup H and a Sylow 5-subgroup K of G, working with
the given permutation representation of G. Now H has an element x of order 3 such that
CG(x) = L2(64) × C3 contains the maximal tori C63 × C3 and C195. Similarly, we find an
element y ∈ K of order 5 such that CG(y) = L2(64) × C5 contains C65 × C5 and C315. We
can now construct N by taking the normalisers of these tori and it is easy to check that
b(G,N) = 2 by random search. �

3. Linear and unitary groups

In this section, we prove Theorem 1 for the classical groups with socle Lεn(q). The low
dimensional groups with n < 6 require special attention and they will be treated separately
at the end of the section. We begin by recording some preliminary observations.

Write G = Op
′
(ḠF ), where Ḡ = PSLn(k) is the ambient simple algebraic group defined

over the algebraic closure k of Fp and F is a suitable Steinberg endomorphism of Ḡ. Fix
an F -stable maximal torus T̄ of Ḡ and set N̄ = NḠ(T̄ ) = T̄ .W , where W = Sn is the
Weyl group of Ḡ. We may assume T̄ is the image (modulo scalars) of the group of diagonal
matrices in SLn(k) with respect to a standard basis {e1, . . . , en} of the natural module V̄ for
SLn(k). If we set V̄i = 〈ei〉, then N̄ is the stabiliser in Ḡ of the direct sum decomposition
V̄ = V̄1 ⊕ · · · ⊕ V̄n and we will abuse notation by writing (λ1, . . . , λn)σ for a typical element
of N̄ , where λi ∈ k× and σ ∈ Sn.

Recall from Section 2.2 that there is a bijection from the set of ḠF -classes of F -stable
maximal tori in Ḡ to the set of F -classes in W . As recorded in Remark 2.6, the F -classes
in W are in bijection with the usual conjugacy classes in this case, which are in turn pa-
rameterised by the set of partitions of n. Let w ∈ W be a permutation with cycle-shape
µ = (nan , . . . , 1a1), where a` > 0 is the multiplicity of ` as a part of µ. Then in the notation
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of Section 2.2, the W -class of w corresponds to an F -stable maximal torus T̄w of Ḡ and we

set N = NG(T̄w) = T.R. Here T is the image in G of the intersection T̂ ∩ SLεn(q), where

T̂ = (Cqn−εn)an × · · · × (Cq−ε)
a1

is a maximal torus of GLεn(q) (the precise cyclic structure of T is given in [14, Section 2]).
In addition,

R = CW,F (w) ∼= CW (w) = (Cn o San)× · · · × (C1 o Sa1) .

We refer the reader to [8, Chapter 3] for detailed information on prime order elements and
their conjugacy classes in the finite classical groups. We will also work with the following
parameter, noting that bounds on |xG| in terms of ν(x) are presented in [4, Section 3].

Definition 3.1. Let G be a finite simple classical group over Fq with natural module V and
set V̄ = V ⊗ k, where k is the algebraic closure of Fq. Given x ∈ G, let x̂ ∈ GL(V ) be a
pre-image of x and set

ν(x) = min
{

dim [V̄ , λx̂] : λ ∈ k×
}
,

where [V̄ , y] = 〈v − vy : v ∈ V̄ 〉. Note that ν(x) is equal to the codimension of the largest
eigenspace of x̂ on V̄ .

Remark 3.2. Let G = Lεn(q) = L/Z, where L = SLεn(q) and Z = Z(L). Let x ∈ G be an
element of prime order r. By [4, Lemma 3.11], if r is odd then either

(a) x = Zx̂, where x̂ ∈ L has order r; or

(b) r divides (n, q − ε), CḠ(x) is disconnected and

|xG| > 1

2r

(
q

q + 1

)r−1

qn
2(1− 1

r ). (7)

It is straightforward to see that the same conclusion also holds when r = 2. In particular, if
r 6= p and CḠ(x) is connected, then x lifts to an element of order r in L.

Recall that if X is a subset of G and r is a positive integer, then ir(X) denotes the number
of elements of order r in X. The following upper bound will be useful.

Lemma 3.3. Let G = Lεn(q) and define N = T.R as above. Then

ir(N) 6
bn/rc∑
j=0

n!

j!(n− jr)!rj
(q + 1)n−1−j

for every prime divisor r of |N |.

Proof. Recall that N = T.R, where T = G ∩ T̄Fw , R = CW,F (w) ∼= CW (w) and T̄w = T̄ g for
some g ∈ Ḡ. Set Λ = {σ ∈ R : σr = 1} and observe that

ir(N) 6
∑
σ∈Λ

ir(Tσ).

Fix σ ∈ Λ with cycle-shape (rj , 1n−jr) as an element of W = Sn. We claim that

ir(Tσ) 6 (q + 1)n−1−j .

To see this, first observe that ir(Tσ) = |A|, where A = {s ∈ gTg−1 : |sσ′| = r} and
σ′ = gσg−1. Now A is contained in {s ∈ T̄ : |sσ′| = r} and by considering the action of σ′

on T̄ we deduce that A is contained in an F -stable subtorus S̄ of T̄ with dim S̄ = n− 1− j.
For example, if

σ′ = (1, . . . , r)(r + 1, . . . , 2r) . . . ((j − 1)r + 1, . . . , jr)

as an element of Sn, then we may identify S̄ with the image of the standard maximal torus
of SLr(k)j × SLn−jr(k) < SLn(k), which has dimension j(r − 1) + (n− jr − 1) = n− 1− j.
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Therefore, |A| 6 (q + 1)n−1−j by Lemma 2.7 and this justifies the claim. The result now
follows since there are at most

n!

j!(n− jr)!rj

elements in R with cycle-shape (rj , 1n−jr). �

Recall that if n > 6 then Proposition 2.3 states that ηG(1/3) < 1, where ηG(t) is the
function defined in (2). For certain low dimensional groups over small fields we can use a
computational approach to show that ηG(t) < 1 for some smaller constant t < 1/3.

Lemma 3.4. Let G = Lεn(q), where n > 6.

(i) If (n, q) is one of the following, then ηG(t) < 1 where t is defined as in the table:

n = 7 8 9 10 11 12 13 14
q = 2 21/100 9/50 3/25 7/50 3/25 2/25 1/10 9/100

3 7/50 11/100

(ii) If n = 6 and q 6 7, then ηG(t) < 1 where t is defined as follows:

q 2 3 4 5 7
t 1/5 4/25 17/100 13/100 3/25

Proof. We use Magma [3]. Set d = (n, q − ε) and let r be a prime divisor of |G|.
First assume (d, r) = 1. We take the standard matrix representation of L = SLεn(q) and

we use the functions Classes (ε = +) and ClassicalClasses (ε = −) to determine the list
of conjugacy class sizes of elements of order r in L, noting that this coincides precisely with
the corresponding list of class sizes in G.

Now suppose r divides d and set Z = Z(L), so G = L/Z. As above, we first determine
the sizes of the L-classes of the form xL, where x ∈ L \ Z and xr ∈ Z. Fix a class xL and
let s be the multiplicity of |xL| in this list of class sizes. If s is divisible by r, then G has
exactly s/r classes of elements of order r with size |xL|, otherwise G has s such classes of
size |xL|/r (see [8, Propositions 3.2.2, 3.3.3], for example).

In this way, we obtain the complete list a1, . . . , am of conjugacy class sizes of elements of
prime order in G, and it is now a routine exercise to verify the bound

∑
i a
−t
i < 1 for the

given value of t. �

Theorem 3.5. Suppose G = Lεn(q) and n > 6. Then b(G,N) 6 3, with equality if and only
if G = U6(2) and N = 34:S6, in which case |N ∩Nx| = 2 for some x ∈ G.

Proof. In view of Lemma 2.9, we may assume

(n, q) 6∈ {(6, 2), (6, 3), (7, 2), (8, 2)}. (8)

For the remaining groups, we set t = 1/3, with the exception of the specific low dimensional
groups over small fields appearing in Lemma 3.4, where we define t < 1/3 as in the lemma.
As explained in Section 2.1, if

α(x) 6
1

2
(1− t) (9)

for all x ∈ N of prime order, where α(x) is defined as in (4), then

Q(G,N, 2) 6 ηG(t) < 1

and thus b(G,N) = 2. Therefore, our goal is to verify the bound in (9).
Fix an element x ∈ N of prime order r and let ω ∈ k be a primitive r-th root of unity.

We now divide the argument into several cases and we freely adopt the notation introduced
at the start of Section 3.

Case 1. r = p.
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First assume r = p, so x is unipotent and p 6 n (since p must divide |W | = n!). Here
x is Ḡ-conjugate to an element in N̄ of the form (1, . . . , 1)σ, where σ ∈ Sn has cycle-shape

(ph, 1n−hp) for some positive integer h. Then x has Jordan form (Jhp , J
n−hp
1 ) on V and thus

|xG| = |GLεn(q)|
qh(2n−hp−h)|GLεh(q)||GLεn−hp(q)|

>
1

2

(
q

q + 1

)
qh(p−1)(2n−hp).

By arguing as in the proof of Lemma 3.3 we deduce that

|xG ∩N | 6 n!

h!(n− hp)!ph
(q + 1)h(p−1) (10)

and by combining this with the lower bound on |xG| we get α(x) 6 β(x), where β(x) is a
function of n, h, p and f , where q = pf . So in order to establish the bound in (9), it suffices
to show that β(x) 6 (1− t)/2. Now if we fix h, p and f , then β(x) is a decreasing function
of n. Therefore, we may assume n = hp. Then the corresponding expression for β(x) is
decreasing in both f and h, so we may additionally assume that f = h = 1 and thus n = p.
Now β(x) is a decreasing function of p and one checks that β(x) 6 1/3 for p = 5. So for the
remainder, we may assume p ∈ {2, 3}.

Suppose p = 3. If h > 3 then β(x) is maximal when (n, h, f) = (9, 3, 1) and it is easy to
check that β(x) 6 1/3. Similarly, if h ∈ {1, 2} then we reduce to the case f = 1. Here n > 7
(see (8)) and once again it is straightforward to verify the bound β(x) 6 (1− t)/2 (note that
β(x) is maximal when n = 7).

Finally, suppose p = 2. If f > 2 then one can check that β(x) 6 (1 − t)/2, so we may
assume f = 1 and n > 9 (see (8)). Working with β(x), and recalling that t is defined in
Lemma 3.4 for n 6 14, we may assume (n, h) = (9, 1), (9, 2) or (10, 1). In each of these
cases, we can establish the desired bound by working with a precise expression for |xG|. For
example, if (n, h) = (9, 2) then t = 3/25 and

|xG ∩N | 6 9!

2!5!22
32 = 3402, |xG| = |GLε9(2)|

224|GLε2(2)||GLε5(2)|
> 236251890,

which implies that α(x) 6 (1− t)/2.

Case 2. r 6= p, CḠ(x) disconnected.

Here r divides n, (7) holds and one can check that the trivial bound

|xG ∩N | 6 ir(N) 6 |N | 6 (q + 1)n−1n!

is sufficient if n > 22. For n 6 21 we can evaluate the upper bound on ir(N) in Lemma 3.3
and this yields α(x) 6 (1− t)/2 as required.

Case 3. r 6= p, CḠ(x) connected, (r, |T |) = 1.

This is very similar to Case 1, noting that the connectedness of CḠ(x) implies that x lifts
to an element of order r in SLεn(q) (see Remark 3.2). Here r 6 n and x is Ḡ-conjugate to
an element in N̄ of the form (1, . . . , 1)σ, where σ ∈ Sn has cycle-shape (rh, 1n−hr) for some
1 6 h < n/r (note that h 6= n/r since we are assuming CḠ(x) is connected). Therefore, x is
Ḡ-conjugate to (In−h(r−1), ωIh, . . . , ω

r−1Ih), modulo scalars, so

|xG| > 1

2

(
q

q + 1

)r−1

qh(r−1)(2n−hr) (11)

and by arguing as in Case 1 we see that

|xG ∩N | 6 n!

h!(n− hr)!rh
(q + 1)h(r−1).

One can now check that these bounds yield α(x) 6 (1− t)/2.

Case 4. r 6= p, CḠ(x) connected, r divides |T |.
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To complete the proof, we may assume r 6= p and r divides |T |. Let 0 6 h < n/r
be maximal such that x is Ḡ-conjugate to an element in a coset T̄ σ, where σ ∈ Sn has
cycle-shape (rh, 1n−hr).

First assume h = 0, in which case xG ∩ N ⊆ T and thus |xG ∩ N | 6 (q + 1)n−1. Set
s = ν(x) (see Definition 3.1). If s > 3 then [4, Corollary 3.38] gives

|xG| > 1

2

(
q

q + 1

)
q6n−18

and we deduce that α(x) 6 (1− t)/2 as required. Similarly, if s ∈ {1, 2} then the bounds

|xG ∩N | 6 s
(
n

s

)
, |xG| > 1

2

(
q

q + 1

)
q2s(n−s)

are sufficient.
For the remainder, let us assume h > 1. Then r 6 n and each r-th root of unity has

multiplicity at least h as an eigenvalue of x on V̄ (and by the maximality of h, the multiplicity
of at least one eigenvalue is exactly h). One can check that |xG| is minimal when x is Ḡ-
conjugate to (In−h(r−1), ωIh, . . . , ω

r−1Ih) and thus (11) holds. Next observe that there exists

an integer j in the range 0 6 j 6 h such that x is Ḡ-conjugate to an element in N̄ of the
form (z1, . . . , zn)σ, where

σ = (1, . . . , r)(r + 1, . . . , 2r) · · · ((j − 1)r + 1, . . . , jr) ∈ Sn
has cycle-shape (rj , 1n−jr) and zi is nontrivial (of order r) only if i > jr. Since there are at
most r possibilities for each zi with i > jr, it follows that

|xG ∩N | 6
h∑
j=0

n!

j!(n− jr)!rj
(q + 1)j(r−1)rn−jr, (12)

which in turn implies that

|xG ∩N | 6 (q + 1)h(r−1)rn
h∑
j=0

(
nr

r

)j
6 2

(
nr

r

)h
(q + 1)h(r−1)rn. (13)

For now, let us assume r > 3 and q > 3. By combining the lower bound on |xG| in (11)
with the upper bound on |xG ∩N | in (13), we deduce that α(x) 6 1/3 if n > 22 or q > 31,
which means that we may assume n 6 21 and q 6 29. Then by evaluating the upper bound
in (12), we may further assume that n 6 12 and q 6 5, with r ∈ {3, 5} and h = 1.

Suppose (r, h) = (3, 1). If x is Ḡ-conjugate to (In−2, ω, ω
2) then the bounds

|xG ∩N | 6 2

(
n

2

)
+

n!

(n− 3)!3
(q + 1)2, |xG| > 1

2

(
q

q + 1

)2

q4n−6

are sufficient. Otherwise,

|xG| > 1

2

(
q

q + 1

)2

q6n−14

(minimal if x is of the form (In−3, ωI2, ω
2)) and one can check that the upper bound on

|xG ∩ N | in (12) gives α(x) 6 (1 − t)/2. A very similar argument applies if (r, h) = (5, 1).
Indeed, if x is conjugate to (In−4, ω, ω

2, ω3, ω4) then the bounds

|xG ∩N | 6 4!

(
n

4

)
+

n!

(n− 5)!5
(q + 1)4, |xG| > 1

2

(
q

q + 1

)4

q8n−20

are good enough. And if x is not of this form, then

|xG| > 1

2

(
q

q + 1

)4

q10n−32

and we obtain α(x) 6 (1− t)/2 via the upper bound on |xG ∩N | in (12).
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To complete the proof, we may assume r = 2 or q = 2. We will first deal with the case
r = 2, so q > 3 is odd and x = (−Ih, In−h) (modulo scalars) with ν(x) = h < n/2 (recall
that we are assuming CḠ(x) is connected). Here

|xG| > 1

2

(
q

q + 1

)
q2h(n−h)

and by arguing as in the proof of Lemma 3.3 we see that

|xG ∩N | 6
h∑
j=0

n!

j!(n− 2j)!2j
(q + 1)j

(
n− 2j

h− j

)
. (14)

In particular, if h = 1 then

|xG ∩N | 6 n+
n!

(n− 2)!2
(q + 1), |xG| > 1

2

(
q

q + 1

)
q2n−2

and we deduce that α(x) 6 (1− t)/2. Now assume h > 2. If n = 6 then h = 2 and the above
bounds are sufficient. For n > 7, one can check that the upper bound on |xG ∩N | given in
(13) yields α(x) 6 1/3 if n > 24 or q > 23, so we may assume n 6 23 and q 6 19. At this
point, we can now switch to the upper bound on |xG ∩N | in (14) and we obtain the desired
bound α(x) 6 (1− t)/2.

Finally, let us assume q = 2, so r > 3 and n > 9. There are several cases that require
special attention.

First assume (r, h) = (3, 1) and set s = ν(x). Since h = 1, it follows that either ω or ω2

has multiplicity 1 as an eigenvalue of x on V̄ and therefore

|xG ∩N | 6 n · 2n−1 +
n!

(n− 3)!3
32 · 2n−3.

If s > 4 then |xG| > 2
928n−26 and we deduce that α(x) 6 (1 − t)/2. Similarly, if s = 3 then

we may assume x = (In−3, ωI2, ω
2), so |xG| > 2

926n−14 and the bound

|xG ∩N | 6 n
(
n− 1

2

)
+

n!

(n− 3)!3
32(n− 3)

is sufficient. Finally, if s = 2 then x = (In−2, ω, ω
2), |xG| > 2

924n−6 and the result follows
since

|xG ∩N | 6 2

(
n

2

)
+

n!

(n− 3)!3
32.

Next suppose (r, h) = (5, 1). Here we observe that r is a primitive prime divisor of q4− 1,
so the condition h = 1 implies that x is of the form (In−4, ω, ω

2, ω3, ω4). Therefore,

|xG ∩N | 6 4!

(
n

4

)
+

n!

(n− 5)!5
34, |xG| > 1

3
28n−20

and we deduce that α(x) 6 (1− t)/2.
For the remainder, we may assume (r, h) 6= (3, 1), (5, 1). Now

|xG| > 1

2

(
2

3

)r−1

2h(r−1)(2n−hr) (15)

and one can check that the upper bound in (13) gives α(x) 6 1/3 if n > 54. Similarly, if
n 6 53 then the bound in (12) is sufficient if n > 31. Therefore, to complete the proof we
may assume n 6 30.

Suppose (r, h) = (7, 1) and note that r is a primitive prime divisor of q3− 1. If x is of the
form (In−6, ω, . . . , ω

6) then the bounds

|xG ∩N | 6 6!

(
n

6

)
+

n!

(n− 7)!7
36, |xG| > 1

3
212n−42
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are sufficient. On the other hand, if x is not of this form, then n > 10, |xG| > 1
3218n−96 and

the bound in (12) yields α(x) 6 (1− t)/2. The case (r, h) = (11, 1) is handled in an entirely
similar fashion.

Next assume r = 3 and h ∈ {2, 3}, in which case there are two possibilities for x (up to
scalars). If x = (In−2h, ωIh, ω

2Ih) then

|xG ∩N | 6
h∑
j=0

n!

j!(n− 3j)!3j
(n− 3j)!

(n− 2h− j)!(h− j)!2
32j

and we deduce that α(x) 6 (1 − t)/2 since |xG| > 2
922h(2n−3h). Otherwise, x is of the form

(In−2h−1, ωIh+1, ω
2Ih) and the bounds

|xG ∩N | 6
h∑
j=0

n!

j!(n− 3j)!3j
(n− 3j)!

(n− 2h− j − 1)!(h+ 1− j)!(h− j)!
32j

and

|xG| > 2

9
24nh+2n−6h2−6h−2

are sufficient.
Finally, suppose q = 2, n 6 30 and hr 6∈ {3, 5, 6, 7, 9, 11}. In these cases one can check

that the bounds in (12) and (15) are good enough. �

To complete the proof of Theorem 1 for linear and unitary groups, it remains to consider
the following low-dimensional groups

L2(q), Lε3(q), Lε4(q), Lε5(q).

Proposition 3.6. If G = L2(q) then b(G,N) 6 3, with equality if and only if q > 4 is even
and N = D2(q+1), in which case |N ∩Nx| = 2 for all x ∈ G \N .

Proof. Set d = (2, q− 1) and note that N = D2(q−ε)/d with ε = ±1. The groups with q < 13
can be checked directly using Magma [3] and so we may assume q > 13. Here N is a soluble
maximal subgroup of G and [7, Lemmas 4.7, 4.8] imply that b(G,N) 6 3, with equality if
and only if q is even and N = D2(q+1). In the latter case, every nontrivial subdegree for the
action of G on G/N is q+1 (see [18, Table 2], for example), so |N ∩Nx| = 2 for all x ∈ G\N
and the result follows. �

Proposition 3.7. If G = Lε3(q) then b(G,N) 6 3, with equality if and only if one of the
following holds:

(i) (G,N) = (L3(2), 7:3), in which case |N ∩Nx| = 3 for all x ∈ G \N .

(ii) (G,N) = (U3(3), 42:S3), in which case |N ∩Nx| = 3 for some x ∈ G.

Proof. Here W = S3 has 3 conjugacy classes and we observe that the maximal tori in SLε3(q)
are as follows, up to conjugacy:

Cq2+εq+1, Cq2−1, (Cq−ε)
2 (16)

and the corresponding possibilities for N = T.R are Cq2+εq+1:3, Cq2−1:2 and (Cq−ε)
2:S3,

respectively (modulo scalars). The groups with q 6 5 can be handled using Magma (see the
proof of Lemma 2.9, for example), so we will assume q > 7.

In the first and third cases in (16) we observe that N is a soluble maximal subgroup of
G and thus b(G,N) = 2 by [7, Lemmas 6.4, 6.5]. For the remainder we may assume that

N = N̂/Z, where N̂ = Cq2−1:2 and Z = Z(SLε3(q)). We may identify N̂ with the normaliser

in GLε2(q) of an element of order q2 − 1. Set d = |Z| = (3, q − ε). By Proposition 2.1, it

suffices to show that Q̂(G,N, 2) < 1.
Let x ∈ N be an element of prime order r. First assume r = 2 and note that G has a

unique conjugacy class of involutions, so |xG ∩ N | = i2(N̂). Write F×
q2

= 〈λ〉 and identify
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N̂ with 〈λ〉:〈φ〉, where φ : λ 7→ λεq. It is straightforward to show that the coset 〈λ〉φ
contains precisely q + ε involutions, whence |xG ∩ N | 6 q + 2 = a1 and we note that
|xG| > (q3 + 1)(q − 1) = b1 (minimal if p = 2 and ε = −).

Now assume r is odd, so r divides q2 − 1. If x is regular (that is, if CḠ(x)0 is a maximal
torus), then

|xG| > |GU3(q)|
3|GU1(q)|3

=
1

3
q3(q − 1)(q2 − q + 1) = b2

and we note that |N | 6 2(q2− 1) = a2. On the other hand, if x is non-regular then r divides
q − ε, |xG ∩N | = 1 and

|xG| = |GLε3(q)|
|GLε2(q)||GLε1(q)|

> q2(q2 − q + 1) = b3.

In view of Lemma 2.2, it follows that the combined contribution to Q̂(G,N, 2) from non-
regular semisimple elements of odd order is at most∑

r∈π
(r − 1)/b3 < q log(q + 1)/b3 = c,

where π is the set of odd prime divisors of q − ε (here we are using the fact that r 6 q + 1
and |π| 6 log(q + 1)).

By bringing together the above estimates, using Lemma 2.2 once again, we obtain

Q̂(G,N, 2) < a2
1/b1 + a2

2/b2 + c < 1

for all q > 7, so b(G,N) = 2 and the result follows. �

Proposition 3.8. If G = Lε4(q) then either b(G,N) = 2, or G = U4(2) and N = 33:S4, with
b(G,N) = 4 and |N ∩Nx| ∈ {24, 54} for all x ∈ G \N .

Proof. There are 5 conjugacy classes in the Weyl group W = S4 and so there are 5 classes
of maximal tori in SLε4(q). The groups with q 6 5 can be handled using Magma, so we will
assume q > 7.

If T is the image of the split torus (Cq−ε)
3, then N is a soluble maximal subgroup of G and

thus [7, Lemma 6.6] gives b(G,N) = 2. For the remainder, we may assume |N | 6 8(q+1)3/d,
where d = (4, q − ε). As in the proof of the previous proposition, our aim is to verify the

bound Q̂(G,N, 2) < 1. Let x ∈ N be an element of prime order r.
First assume r > 5 and observe that x is semisimple and xG ∩N ⊆ T . If ν(x) > 2 then

|xG| > |GU4(q)|
|GU2(q)|2

= q4(q2 − q + 1)(q2 + 1) = b1

and we note that there are at most a1 = (q + 1)3 such elements in N (since |T | 6 (q + 1)3).
On the other hand, if ν(x) = 1 then r must divide q − ε and we observe that |xG ∩N | 6 4
and

|xG| = |GLε4(q)|
|GLε3(q)||GLε1(q)|

> q3(q2 + 1)(q − 1) = b.

Therefore, the total contribution to Q̂(G,N, 2) from these elements is at most∑
r∈π

42(r − 1)/b < 16q log(q + 1)/b = c,

where π is the set of odd prime divisors r > 5 of q − ε.
Next assume r = 3. If xG ∩N 6⊆ T then x is of the form (I2, ω, ω

2) if p 6= 3 and (J3, J1) if
p = 3, so

|xG| > |GU4(q)|
|GU2(q)||GU1(q)|2

= q5(q2 − q + 1)(q2 + 1)(q − 1) = b2
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and we have the trivial bound |xG ∩ N | 6 |N | 6 8(q + 1)3/d = a2. On the other hand, if
xG ∩N ⊆ T then |xG| > q3(q2 + 1)(q − 1) = b3 and we note that i3(T ) 6 33 − 1 = a3 since
T is the direct product of at most three cyclic groups.

Finally, let us assume r = 2. If ν(x) = 1 then |xG| > q3(q2 + 1)(q − 1) = b4 and we

calculate that N contains at most (23 − 1) + 2
(

4
2

)
(q + 1) = 12q + 19 = a4 involutions of this

form. Similarly, if ν(x) = 2 then |xG| > 1
2q

4(q− 1)(q3− 1) = b5 and by evaluating the upper

bound in Lemma 3.3 we obtain |xG ∩N | 6 (q + 1)(q2 + 8q + 10) = a5.
In conclusion, we have

Q̂(G,N, 2) <

5∑
i=1

a2
i /bi + c < 1

for all q > 7 and the result follows. �

Proposition 3.9. If G = Lε5(q) then b(G,N) 6 3, with equality if and only if G = U5(2)
and N = 34:S5, in which case |N ∩Nx| ∈ {12, 36, 72, 120, 324} for all x ∈ G \N .

Proof. Here W = S5 and so there are 7 conjugacy classes of maximal tori to consider. The
groups with q 6 5 can be handled using Magma, so we will assume q > 7. As before, our

aim is to verify the bound Q̂(G,N, 2) < 1. Let x ∈ N be an element of prime order r.

First observe that the contribution to Q̂(G,N, 2) from the elements x ∈ G with |xG| >
1
2q

14 = b1 is less than a2
1/b1, where a1 = 120(q+1)4 is an upper bound on the order of N . For

the remainder, we may assume |xG| 6 1
2q

14. If r = p then r must divide |W |, so r ∈ {2, 3, 5},
and by considering the given condition on |xG| we deduce that r = 2 and x has Jordan

form (J j2 , J
5−2j
1 ) on the natural module, where j = 1 or 2. If j = 1 then |xG| > 1

2q
8 = b2

and (10) gives |xG ∩ N | 6 10(q + 1) = a2. Similarly, if j = 2 then |xG| > 1
2q

12 = b3 and

|xG ∩N | 6 15(q + 1)2 = a3.
Now assume r 6= p (we continue to assume that |xG| 6 1

2q
14). Suppose xG ∩ N ⊆ T . If

ν(x) > 2 then |xG| > 1
2q

12 = b4 and we note that |T | 6 (q + 1)4 = a4. On the other hand, if

ν(x) = 1 then r must divide q− ε and we have |xG ∩N | 6 5 and |xG| > 1
2q

8 = b. Therefore,

the combined contribution from semisimple elements x with xG ∩ N ⊆ T and ν(x) = 1 is
less than ∑

r∈π
(r − 1) · 52/b < 25q log(q + 1)/b = c,

where π is the set of prime divisors of q−ε. Finally, let us assume xG∩N 6⊆ T , so r ∈ {2, 3, 5}.
In fact, the assumption |xG| 6 1

2q
14 implies that r = 2 and x = (−Ih, I5−h) with h ∈ {1, 2}.

If h = 1 then |xG| > 1
2q

8 = b5 and we compute |xG ∩N | 6 5 +
(

5
2

)
(q + 1) = 10q + 15 = a5.

And if h = 2 we get |xG| > 1
2q

12 = b6 and (14) yields

|xG ∩N | 6
(

5

2

)
+ 3

(
5

2

)
(q + 1) +

5!

2!1!22
(q + 1)2 = 15q2 + 60q + 55 = a6.

Putting these estimates together, we deduce that

Q̂(G,N, 2) <

6∑
i=1

a2
i /bi + c < 1

for q > 7 and the result follows. �

4. Symplectic groups

In this section we prove Theorem 1 for symplectic groups. Let G = Op
′
(ḠF ) = PSpn(q)′,

where n = 2m > 4 and q = pf for some prime p. Let W be the Weyl group of Ḡ and note that
W = S2 oSm < Sn is the hyperoctahedral group. Fix an F -stable maximal torus T̄ of Ḡ and
set N̄ = T̄ .W . We may assume T̄ is the group of diagonal matrices in Ḡ = PSpn(k) (modulo
scalars) with respect to a standard symplectic basis {e1, f1, . . . , em, fm} of the natural module
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V̄ . Set V̄i = 〈ei, fi〉 and observe that N̄ is contained in the stabiliser of the orthogonal
decomposition V̄ = V̄1 ⊥ · · · ⊥ V̄m. More precisely, N̄ is the image (modulo scalars) of
L̄ o Sm, where

L̄ =
〈
diag(λ, λ−1), z : λ ∈ k×

〉
< Sp2(k) (17)

and z =
(

0 1
−1 0

)
.

Next recall that the conjugacy classes in W (and hence the F -classes as well; see Remark
2.6) are parameterised by pairs of partitions (λ, µ) with |λ|+|µ| = m (here |λ| > 0 denotes the
sum of the parts comprising λ, and similarly for |µ|). Fix an element w ∈W corresponding
to the pair (λ, µ), where λ = (mam , . . . , 1a1) and µ = (mbm , . . . , 1b1). Then in the notation of
Section 2.2, the W -class of w corresponds to an F -stable maximal torus T̄w of Ḡ and we set
N = NG(T̄w) = T.R. Here R ∼= CW (w) and T is the image (modulo scalars) of a maximal
torus

T̂ = (Cqm−1)am × · · · × (Cq−1)a1 × (Cqm+1)bm × · · · × (Cq+1)b1

of Spn(q). See [14, Theorem 3] for the precise cyclic structure of T .

Lemma 4.1. Let G = PSpn(q), where n = 2m and N = T.R is defined as above. Then

ir(N) 6
bm/rc∑
j=0

2j(r−1) m!

j!(m− jr)!rj
(q + 1)m−j

for every odd prime divisor r of |N |.

Proof. Suppose σ ∈ R has order r. Then σ is W -conjugate to (1, . . . , 1)ρ, where ρ ∈ Sm has
cycle-shape (rj , 1m−jr) for some j > 1, and we note that

|σW | = 2j(r−1) m!

j!(m− jr)!rj
.

We can now proceed as in the proof of Lemma 3.3 and we omit the details. �

Lemma 4.2. Let G = PSpn(q), where n > 6.

(i) If n 6 12 and q 6 7 then ηG(t) < 1, where t is defined as follows:

q = 2 3 4 5 7
n = 6 31/100 6/25 19/100 9/50 3/20

8 23/100 9/50 7/50 7/50 3/25
10 9/50 7/50 11/100 11/100 9/100
12 7/50 11/100 9/100 9/100 7/100

(ii) If n = 6 and 8 6 q 6 32 then ηG(t) < 1 for t = 7/50.

(iii) If n ∈ {8, 10} and 8 6 q 6 16 then ηG(t) < 1 for t = 3/25.

(iv) If 14 6 n 6 24 and q = 2 then ηG(t) < 1 for t = 3/25.

Proof. This is very similar to the proof of Lemma 3.4, using Magma and the function
ClassicalClasses to compute the size of every conjugacy class in the matrix group L =
Spn(q) comprising elements of prime order. Note that if q is odd, then to obtain the sizes of
the involution classes in G we first compute the sizes of the L-classes of the form xL, where
x ∈ L \ Z and x2 ∈ Z for Z = Z(L). Fix a class xL and let s be the multiplicity of |xL|
in this list of class sizes. If s is even, then G has s/2 classes of involutions with size |xL|,
otherwise G has s classes of size |xL|/2 (see [8, Table B.5], for example). �

Theorem 4.3. Suppose G = PSpn(q) and n > 6. Then b(G,N) 6 3, with equality if and
only if G = Sp6(2) and N = 33:(S2 o S3), in which case |N ∩Nx| = 4 for some x ∈ G.

Proof. By considering Lemma 2.9, we may assume

(n, q) 6∈ {(6, 2), (6, 3), (6, 4), (6, 5), (8, 2), (8, 3)} (18)
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and so we will exclude these cases for the remainder of the proof. Set t = 1/3, with the
exception of the groups in Lemma 4.2, where we define t as in the lemma. As in the proof
of Theorem 3.5, it suffices to show that α(x) 6 (1 − t)/2 for all x ∈ N of prime order and
we partition the proof into several cases. Let ω ∈ k be a primitive r-th root of unity and let
us adopt the notation introduced at the beginning of Section 4.

Case 1. r = p = 2.

Here x is a unipotent involution and we adopt the standard notation from [1]. In particular,

if x has Jordan form (Jh2 , J
n−2h
1 ) on V , then either h is odd and x is of type bh, or h is even

and x is of type ah or ch. Recall that z = ( 0 1
1 0 ) ∈ L̄ (see (17)).

We begin by describing the involutions in the algebraic group N̄ = NḠ(T̄ ) = L̄ o Sm.
Clearly, there are no involutions in T̄ , while every involution in L̄ is conjugate to z, which is
of type b1 as an element of Sp2(k). Therefore, if x = (z1, . . . , zm) ∈ L̄m is an involution with `
nontrivial components, then x is of type b` if ` is odd, otherwise x is of type c` (see [8, Lemma
3.4.14]). If x ∈ N̄\L̄m is an involution, then there exists 1 6 j 6 m/2 such that x is conjugate
to an element of the form (1, . . . , 1, z2j+1, . . . , zm)σ, where σ = (1, 2) · · · (2j − 1, 2j) ∈ Sm
and z2

i = 1 for all i. If ` > 0 denotes the number of nontrivial zi, then x is of type a2j if
` = 0, type b2j+` if ` is odd and type c2j+` if ` > 2 is even.

First assume x ∈ G is an involution of type ah, so h is even and |xG| > 1
2q
h(n−h) (see [4,

Proposition 3.22]). From the above description of the involutions in N̄ we deduce that x is
Ḡ-conjugate to (1, . . . , 1)σ ∈ N̄ , where σ = (1, 2) · · · (h− 1, h) ∈ Sm. Now

|σW | = 2h/2
m!

(h/2)!(m− h)!2h/2
=

m!

(h/2)!(m− h)!

and by arguing as in the proof of Lemma 4.1 we deduce that

|xG ∩N | 6 m!

(h/2)!(m− h)!
(q + 1)h/2

(this is equality if T = (Cq+1)m). It is straightforward to verify the bound α(x) 6 (1− t)/2.
Now assume x is of type bh or ch, according to the parity of h. The case h = 1 requires

special attention. Here |xG| = qn−1 and x is Ḡ-conjugate to (z, 1, . . . , 1) ∈ L̄m, which implies
that |xG ∩ N | 6 m(q + 1) and we deduce that α(x) 6 (1 − t)/2. Now assume h > 2, so

|xG| > 1
2q
h(n−h+1). Here there exists an integer j in the range 0 6 j < h/2 such that x is Ḡ-

conjugate to an element in N̄ of the form (z1, . . . , zm)σ, where σ = (1, 2) · · · (2j−1, 2j) ∈ Sm
and zi is nontrivial (and equal to z) if and only if 2j + 1 6 i 6 h. As a consequence, we
deduce that

|xG ∩N | 6
dh/2e−1∑
j=0

m!

j!(m− 2j)!2j
2j(q + 1)j

(
m− 2j

h− 2j

)
(q + 1)h−2j (19)

(once again, this is equality if T = (Cq+1)m) and thus

|xG ∩N | 6 m!

(m− h)!
(q + 1)hf(h),

where

f(h) =

dh/2e−1∑
j=0

1

j!(h− 2j)!3j
.

One can check that f(h) is a decreasing function, so f(h) 6 f(2) = 1/2 and we deduce that

|xG ∩N | 6 m!

(m− h)!2
(q + 1)h. (20)

By considering the bound in (20), we may assume n 6 20 and q = 2. In each of these cases,
one can check that the upper bound in (19) is sufficient unless (n, q) = (10, 2) and x = b3.
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In the latter case, the more accurate bounds |xG| > 224 and

|xG ∩N | 6
(

5

3

)
33 + 2 · 5!

3!2
33 = 810

are sufficient.

Case 2. r 6= p, r = 2.

Now suppose x is a semisimple involution, so q is odd. First assume x lifts to an element
of order 4 in Spn(q), in which case

|xG| = |Spn(q)|
2|GLεm(q)|

>
1

4

(
q

q + 1

)
qm(m+1),

where q ≡ ε (mod 4). Here the trivial bound

|xG ∩N | 6 |N | 6 (q + 1)m|W |
is sufficient if n > 18 or q > 81, so we may assume n 6 16 and q 6 79. To handle these
cases, we can work with the more accurate bound

|xG ∩N | 6 i2(N) 6 (q + 1)m(1 + i2(W )),

where

1 + i2(W ) =

bm/2c∑
j=0

m!

j!(m− 2j)!
2m−2j .

One can check that the given bounds on |xG ∩N | and |xG| are sufficient.
For the remainder, let us assume x lifts to an involution in Spn(q) of the form (−I2`, In−2`)

for some 1 6 ` 6 bm/2c. Then for some integer 0 6 j 6 `, x is Ḡ-conjugate to an element in
N̄ of the form (z1, . . . , zm)σ, where σ = (1, 2) · · · (2j − 1, 2j) ∈ Sm and zi is nontrivial (and
equal to −I2) if and only if 2j + 1 6 i 6 `+ j. This implies that

|xG ∩N | 6
∑̀
j=0

m!

j!(m− 2j)!2j
2j(q + 1)j

(
m− 2j

`− j

)
,

which in turn yields

|xG ∩N | 6 m!

(m− 2`)!
(q + 1)`

∑̀
j=0

1

j!(`− j)!

 6 m!

(m− 2`)!
2(q + 1)`. (21)

Now |xG| > 1
2aq

2`(n−2`), where a = 2 if ` = m/2, otherwise a = 1, and one can check that
this bound with (21) is always sufficient.

Case 3. r > 2, (r, |T |) = 1.

Here x is Ḡ-conjugate to an element of the form (1, . . . , 1)σ ∈ N̄ , where σ ∈ Sm has
cycle-shape (rj , 1m−jr) for some integer j in the range 1 6 j 6 bm/rc. If r = p then x has

Jordan form (J2j
r , J

n−2jr
1 ) on V , so

|xG| = |Spn(q)|
qj(2n−2j−2jr)|Sp2j(q)||Spn−2jr(q)|

>
1

2
qj(r−1)(2n−2jr+1)

and by arguing as in the proof of Lemma 4.1 we deduce that

|xG ∩N | 6 2j(r−1) m!

j!(m− jr)!rj
(q + 1)j(r−1). (22)

Similarly, if r 6= p then x has Jordan form (In−2j(r−1), ωI2j , . . . , ω
r−1I2j) on the natural

module for Ḡ, so

|xG| > 1

2

(
q

q + 1

)(r−1)/2

qj(r−1)(2n−2jr+1)
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and (22) holds. In all cases, one can check that these bounds are sufficient.

Case 4. r > 2, r divides |T |.
To complete the proof, we may assume x is semisimple and r is an odd prime divisor of

|T |. Let 0 6 ` 6 bm/rc be maximal such that x is Ḡ-conjugate to an element in a coset T̄ π,
where π ∈W is of the form (1, . . . , 1)σ and σ ∈ Sm has cycle-shape (r`, 1m−r`).

First assume ` = 0, so xG ∩ N ⊆ T . Set s = ν(x) (see Definition 3.1). If s = 2 then x
is Ḡ-conjugate to an element of the form (In−2, ω, ω

−1), so |xG ∩ N | 6 2m and the bound
|xG| > 1

2(q+1)−1q2n−1 is sufficient. Next assume n = 6 and s > 3. Here |xG| > 1
2(q+1)−1q13

and one can check that the bound |xG ∩N | 6 (q + 1)3 is good enough (recall that we may
assume q > 7; see (18)). Finally, if n > 8 and s > 4 then |xG| > 1

2(q + 1)−1q4n−15 and the

trivial bound |xG ∩N | 6 (q + 1)m is sufficient.
Now suppose ` > 1, so r 6 m and each r-th root of unity has multiplicity at least 2` as

an eigenvalue of x on V̄ . Now |xG| is minimal when x is Ḡ-conjugate to an element of the
form (In−2`(r−1), ωI2`, . . . , ω

r−1I2`), which implies that

|xG| > 1

2

(
q

q + 1

)(r−1)/2

q`(r−1)(2n−2`r+1).

Next observe that there exists an integer j in the range 0 6 j 6 ` such that x is Ḡ-conjugate
to an element of the form (z1, . . . , zm)ρ ∈ N̄ , where

ρ = (1, . . . , r)(r + 1, . . . , 2r) · · · ((j − 1)r + 1, . . . , jr) ∈ Sm
has cycle-shape (rj , 1m−rj) and zi = diag(λi, λ

−1
i ) is nontrivial (of order r) only if i > jr.

Since there are at most r possibilities for each zi with i > jr, we deduce that

|xG ∩N | 6
∑̀
j=0

2j(r−1) m!

j!(m− jr)!rj
(q + 1)j(r−1)rm−jr, (23)

which in turn implies that

|xG ∩N | 6 (2(q + 1))`(r−1)rm
∑̀
j=0

(
mr

r

)j
6 2

(
mr

r

)`
(2(q + 1))`(r−1) rm. (24)

Suppose q > 3. Here one checks that the upper bound on |xG ∩N | in (24) is sufficient if
n > 18 or q > 23, so we may assume n 6 16 and q 6 19. In the remaining cases, we find
that the more accurate upper bound in (23) is sufficient. Similarly, if q = 2 then the bound
in (24) is good enough for n > 40 and we see that (23) is sufficient if 12 6 n 6 38. Finally,
suppose (n, q) = (10, 2). Here (24) is sufficient unless (r, `) = (3, 1), which means that x is
of the form (I6, ωI2, ω

2I2) or (I4, ωI3, ω
2I3). In the latter case, |xG| > 235 and the bound in

(24) is good enough. On the other hand, if x = (I6, ωI2, ω
2I2) then |xG| > 229 and the result

follows since

|xG ∩N | 6
(

5

2

)
22 + 22 · 5!

2!3
32 = 760.

�

The following result completes the proof of Theorem 1 for symplectic groups.

Proposition 4.4. The conclusion to Theorem 1 holds if G = PSp4(q)′.

Proof. Set Ĝ = Sp4(q) and Z = Z(Ĝ), so we may write G = Ĝ/Z, T = T̂ /Z and N = N̂/Z,

where N̂ = N
Ĝ

(T̄ ). The Weyl group W = S2 o S2 = D8 has 5 conjugacy classes and up to

conjugacy we see that T̂ is one of the following:

(Cq−ε)
2, Cq+1 × Cq−1, Cq2−ε
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with ε = ± and thus N = [(q−ε)2/d].D8, [(q2−1)/d].22 or [(q2 +1)/d].4, where d = (2, q−1).
The groups with q 6 8 can be handled using Magma, so we will assume q > 9.

We claim that Q̂(G,N, 2) < 1 and thus b(G,N) = 2. Let x ∈ N be an element of prime

order r. If dimxḠ > 6 then we have the trivial bound |xG ∩ N | 6 |N | 6 8(q + 1)2/d = a1

and |xG| > b1, where

b1 =

{
1
2q(q − 1)(q4 − 1) q odd
q3(q − 1)(q2 + 1) q even.

Therefore, the contribution to Q̂(G,N, 2) from these elements is less than a2
1/b1 < 2/3. For

the remainder, we may assume dimxḠ = 4, so x is an involution and either q is odd and
x = (−I2, I2), or q is even and x is a long or short root element.

First assume q is odd, so

|xG| = |Sp4(q)|
2|Sp2(q)|2

=
1

2
q2(q2 + 1) = b2

and |xG∩N | = (i2(N̂)−1)/2. We claim that i2(N̂) 6 2q+5 and thus |xG∩N | 6 q+2 = a2.

To see this, first assume T̂ = (Cq−ε)
2 and note that N̂ = Q2(q−ε) o S2 < Sp2(q) o S2, where

Q2(q−ε) is the generalised quaternion group of order 2(q−ε). Here i2(N̂) = 3+2(q−ε) 6 2q+5

as required. Similarly, if T̂ = Cq+1 × Cq−1 then N̂ = Q2(q+1) ×Q2(q−1) and i2(N̂) = 3.

Finally, suppose T̂ = Cq2−ε, so T̂ < Sp2(q2) and N̂ = NSp2(q2)(T̂ ).〈φ〉 = Q2(q2−ε).〈φ〉,
where φ is an involutory field automorphism of Sp2(q2). Since Q2(q2−ε) has a unique invo-
lution, it remains to show that there are at most 2q + 4 involutions in the coset Q2(q2−ε)φ.

First assume ε = + and write F×
q2

= 〈λ〉. Then by taking T̂ to be the diagonal matrices in

Sp2(q2) we get

N̂ =
〈
diag(λ, λ−1), τ, φ

〉
, with τ =

(
0 1
−1 0

)
∈ Sp2(q2)

and it is straightforward to show that i2(N̂) = 2q + 1. On the other hand, if ε = − then

N̂ = Cq2+1.4 and every involution in N̂ is contained in Cq2+1.2 = Q2(q2+1). Therefore

i2(N̂) = 1 and thus |xG ∩N | = 0.
This justifies the claim and we conclude that

Q̂(G,N, 2) < a2
1/b1 + a2

2/b2 < 1

if q > 9 is odd.
Finally, let us assume q > 16 is even and x is a long or short root element, so |xG| =

q4 − 1 = b3. We claim that |xG ∩ N | 6 2q + 2 = a3. In order to establish the claim, let
us first assume T = (Cq−ε)

2, so N = D2(q−ε) o S2. The long root elements in N correspond

to the involutions in each D2(q−ε) factor, so |xG ∩ N | = 2(q − ε). Similarly, the short root

elements in N are the involutions outside (D2(q−ε))
2, so once again |xG ∩ N | = 2(q − ε).

Next suppose T = Cq+1 × Cq−1. Here N = D2(q+1) × D2(q−1) and the long root elements

correspond to the involutions in each factor, so |xG ∩ N | = 2q, and we note that N does
contain any short root elements. Finally, suppose T = Cq2−ε, in which case N = D2(q2−ε).2

with D2(q2−ε) < Sp2(q2) and we note that N does not contain any long root elements. If
ε = − then N = Cq2+1.4 and every involution in N is contained in D2(q2+1), so N does not
contain any root elements at all in this case. On the other hand, if ε = + then

N =
〈
diag(λ, λ−1), τ, φ

〉
, with τ = ( 0 1

1 0 ) ∈ Sp2(q2),

where φ is an involutory field automorphism of Sp2(q2). It is straightforward to check that
the coset D2(q2−1)φ contains q + 1 involutions.

For q > 16 even, we conclude that

Q̂(G,N, 2) < a2
1/b1 + 2a2

3/b3 < 1

and this completes the proof of the proposition. �
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5. Odd dimensional orthogonal groups

In order to complete the proof of Theorem 1 for classical groups, we may assume G is
an orthogonal group. In this section we assume G = Ωn(q), where n > 7 is odd; the even
dimensional orthogonal groups will be handled in Section 6.

Write n = 2m+ 1 and note that q is odd. Fix an F -stable maximal torus T̄ of Ḡ and set
N̄ = NḠ(T̄ ) = T̄ .W , where W = S2 o Sm is the hyperoctahedral group. We may assume T̄
is the group of diagonal matrices in Ḡ = SOn(k) of the form

diag(λ1, λ
−1
1 , . . . , λm, λ

−1
m , 1)

with respect to a standard orthogonal basis {e1, f1, . . . , em, fm, v} of the natural module V̄ .
Note that N̄ stabilises the orthogonal decomposition V̄ = V̄1 ⊥ · · · ⊥ V̄m ⊥ 〈v〉, where
V̄i = 〈ei, fi〉. More precisely, if we set

L̄ =
〈
diag(λ, λ−1), z : λ ∈ k×

〉
= O2(k),

where z = ( 0 1
1 0 ), then

N̄ =
{

diag(A, 1), diag(B,−1) : A,B ∈ L̄ o Sm, det(A) = 1, det(B) = −1
}
.

We will use the notation (z1, . . . , zm, y)σ to denote a general element of N̄ , where zi ∈ L̄,
y =

∏
i det(zi) ∈ {−1, 1} and σ ∈ Sm.

Recall from Section 2.2 that there is a bijection from the set of conjugacy classes in W to
the set of ḠF -classes of F -stable maximal tori in Ḡ. As recorded in the previous section, the
conjugacy classes in W are parameterised by pairs of partitions (λ, µ) with |λ| + |µ| = m.
Fix an element w ∈ W corresponding to the pair (λ, µ), where λ = (mam , . . . , 1a1) and
µ = (mbm , . . . , 1b1). Then the W -class of w corresponds to an F -stable maximal torus T̄w of

Ḡ and we set N = NG(T̄w) = T.R, where R ∼= CW (w) and T = T̂ ∩G with

T̂ = (Cqm−1)am × · · · × (Cq−1)a1 × (Cqm+1)bm × · · · × (Cq+1)b1 < SOn(q).

We refer the reader to [14, Theorem 4] for the cyclic structure of T .

Lemma 5.1. Let G = Ωn(q), where n > 7 is odd.

(i) If n 6 11 and q 6 13 then ηG(t) < 1, where t is defined as follows:

q = 3 5 7 9 11 13
n = 7 23/100 17/100 7/50 7/50 13/100 13/100

9 17/100 13/100 11/100 1/10 11/100 11/100
11 13/100 1/10 9/100 2/25 2/25 2/25

(ii) If 13 6 n 6 21 and q = 3 then ηG(t) < 1 for t = 11/100.

Proof. This is an entirely straightforward Magma calculation, working with the standard
matrix representation of G over Fq and the function ClassicalClasses to compute the
relevant conjugacy class sizes. �

Theorem 5.2. If G = Ωn(q) with n > 7, then b(G,N) = 2.

Proof. The cases (n, q) ∈ {(7, 3), (9, 3)} can be handled using Magma (see Lemma 2.9), so
we may (and will) assume (n, q) 6= (7, 3), (9, 3) for the remainder. Set t = 1/3, with the
exception of the cases in Lemma 5.1, where we define t as in the lemma. Let x ∈ N be an
element of prime order r. As before, our aim is to show that α(x) 6 (1− t)/2. We will adopt
the notation introduced at the start of Section 5.

Case 1. r = 2.

Here x is of the form (−I2`, In−2`) with 1 6 ` 6 m, whence

|xG| > 1

4
q2`(n−2`). (25)

The cases ` ∈ {1,m− 1,m} require special attention. Set z = ( 0 1
1 0 ) ∈ O2(k).
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First assume ` = m. Here x is Ḡ-conjugate to elements in N̄ of the form (−I2, . . . ,−I2, 1)
and (z,−I2, . . . ,−I2,−1), which implies that |xG ∩N | 6 m(q + 1) + 1. One can now check
that the bound on |xG| in (25) is sufficient.

Next assume ` = 1. In this case, x is Ḡ-conjugate to the following elements in N̄ :

(−I2, I2, . . . , I2, 1), (z, I2, . . . , I2,−1), (z, z, I2, . . . , I2, 1), (I2, . . . , I2, 1)σ,

where σ = (1, 2) ∈ Sm. This implies that

|xG ∩N | 6 m+m(q + 1) +

(
m

2

)
(q + 1)2 + 2

(
m

2

)
(q + 1)

and once again the bound in (25) is good enough. Similarly, if ` = m−1 then x is Ḡ-conjugate
to the following:

(I2,−I2, . . . ,−I2, 1), (z, I2,−I2, . . . ,−I2,−1), (z, z,−I2, . . . ,−I2, 1),

(z, z, z,−I2, . . . ,−I2,−1), (I2, I2,−I2, . . . ,−I2, 1)σ, (I2, I2, z,−I2, . . . ,−I2,−1)σ

where σ = (1, 2) ∈ Sm. Therefore,

|xG ∩N | 6 m+ 2

(
m

2

)
(q + 1) +

(
m

2

)
(q + 1)2 +

(
m

3

)
(q + 1)3

+ 2

(
m

2

)
(q + 1) + 2

(
m

2

)
(m− 2)(q + 1)2

and it is routine to check that (25) is sufficient.
To complete the analysis of involutions, we may assume n > 9 and 2 6 ` 6 m − 2.

First observe that the combined contribution to |xG ∩ N | from elements in cosets of the
form Ty with y ∈ (S2)m < W is at most (2(q + 1))m. Similarly, the contribution from
elements in cosets Ty such that y ∈ (S2)mσ and σ ∈ Sm has cycle-shape (2j , 1m−2j) with
1 6 j 6 min{`, (n− 2`− 1)/2} is at most

m!

j!(m− 2j)!2j
(2(q + 1))j · (2(q + 1))m−2j .

Therefore, if we set a = min{`, (n− 2`− 1)/2}, then

|xG ∩N | 6 2m(q + 1)m
a∑
j=0

m!

j!(m− 2j)!2j
. (26)

Now
a∑
j=0

m!

j!(m− 2j)!2j
6

a∑
j=0

(
m2

2

)j
< 2

(
m2

2

)a
and this implies that

|xG ∩N | 6 2m+1(q + 1)m
(
m2

2

)a
. (27)

One can now check that the bounds in (27) and (25) are sufficient if n > 39 or q > 23. And
if n 6 37 and q 6 19, then the bounds in (26) and (25) are good enough.

Case 2. r > 2, (r, |T |) = 1.

First assume r = p. Here x is Ḡ-conjugate to an element of the form (1, . . . , 1)σ ∈ N̄ ,
where σ = (1, . . . , 1)ρ ∈W and ρ ∈ Sm has cycle-shape (rj , 1m−jr) for some 1 6 j 6 bm/rc.
Then x has Jordan form (J2j

r , J
n−2jr
1 ) on V and we deduce that

|xG ∩N | 6 m!

j!(m− jr)!rj
(2(q + 1))j(r−1) . (28)

In addition, we have

|xG| > 1

8
qj(r−1)(2n−2jr−1)
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and one can check that these bounds yield α(x) 6 (1− t)/2.
Similarly, if r 6= p then x is Ḡ-conjugate to (In−2j(r−1), ωI2j , . . . , ω

r−1I2j) for some integer
j in the range 1 6 j 6 bm/rc, so

|xG| > 1

2

(
q

q + 1

)(r−1)/2

qj(r−1)(2n−2jr−1)

and the upper bound on |xG ∩ N | in (28) is satisfied. Once again, it is straightforward to
show that these bounds are sufficient.

Case 3. r > 2, r divides |T |.
Here we proceed as in Case 4 in the proof of Theorem 4.3. Let 0 6 ` 6 bm/rc be maximal

such that x is Ḡ-conjugate to an element in a coset T̄ π, where π = (1, . . . , 1)σ ∈ W and
σ ∈ Sm has cycle-shape (r`, 1m−r`). Set s = ν(x).

Suppose ` = 0, so xG ∩N ⊆ T . If s = 2 then x = (In−2, ω, ω
−1) up to Ḡ-conjugacy and

one can check that the bounds |xG∩N | 6 2m and |xG| > 1
2(q+1)−1q2n−3 are sufficient. Now

assume s > 4. If n = 7 then |xG| > 1
2(q + 1)−1q13 (minimal if x = (I1, ωI3, ω

−1I3)) and the

trivial bound |xG∩N | 6 (q+1)3 yields α(x) 6 1/3. For n > 9 we have |xG| > 1
2(q+1)−1q4n−13

and once again the bound |xG ∩N | 6 (q + 1)m is good enough.
Finally, suppose ` > 1. Here r 6 m and each r-th root of unity has multiplicity at least

2` as an eigenvalue of x on V̄ (in particular, the 1-eigenspace of x is at least 3-dimensional).
Since |xG| is minimal when x = (In−2`(r−1), ωI2`, . . . , ω

r−1I2`), it follows that

|xG| > 1

2

(
q

q + 1

)(r−1)/2

q`(r−1)(2n−2`r−1)

and the upper bounds on |xG ∩ N | in (23) and (24) are satisfied. One can check that the
bound in (24) is sufficient if n > 13 or q > 23; in each of the remaining cases, we can evaluate
the bound in (23) and the result follows. �

6. Even dimensional orthogonal groups

Here we complete the proof of Theorem 1 for classical groups by handling the even di-
mensional orthogonal groups G = PΩε

n(q), where n = 2m > 8 and ε = ±.
Write N̄ = T̄ .W , where T̄ is the image (modulo scalars) of the diagonal matrices in SOn(k)

of the form diag(λ1, λ
−1
1 , . . . , λm, λ

−1
m ) with respect to a standard basis {e1, f1, . . . , em, fm}

for the natural module V̄ . Set

L̄ = 〈diag(λ, λ−1), z : λ ∈ k×〉 = O2(k),

where z = ( 0 1
1 0 ). Then N̄ is the image in Ḡ of the subgroup

〈T̄ , (z, z, 1, . . . , 1), Sm〉 < L̄ o Sm
and thus W = 2m−1:Sm is an index-two subgroup of S2 o Sm. We will use the notation
(z1, . . . , zm)σ to denote a general element of N̄ , where zi ∈ L̄ and σ ∈ Sm. Without loss of
generality, we may assume T̄ is F -stable.

Recall that there is a bijection from the set of F -classes in W to the set of ḠF -classes of
F -stable maximal tori in Ḡ. First assume ε = +. Here the F -classes in W coincide with
the usual conjugacy classes in W , which can be parameterised by pairs of partitions (λ, µ),
where |λ| + |µ| = m and the number of parts in µ is even, with the additional condition
that if every part of λ is even and µ is the empty partition, then there are two W -classes
corresponding to (λ, µ). Similarly, if ε = − and m > 5 is odd, then the F -classes in W are
in bijection with the usual classes and they have essentially the same parameterisation, the
only difference being that each partition µ in the pair (λ, µ) should have an odd number of
parts (in particular, µ is non-empty). On the other hand, if ε = − and m > 4 is even, then
there is a distinction to be made between the F -classes in W and the usual conjugacy classes
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λ µ T CW0(w) |R| |N |
(3) (1) C21 C6 × C2 6 126

(2, 1) (1) (C3)2 (C2)4 8 72
(13) (1) C3 (C2 o S3)× C2 48 144
(2) (2) C15 C4 × (C2)2 8 120
(12) (2) C5 D8 × C4 16 80
(1) (3) C9 C6 × C2 6 54
(1) (13) (C3)3 (C2 o S3)× C2 48 1296
∅ (4) C17 C8 4 68
∅ (2, 12) C15 × C3 D8 × C4 16 720

Table 2. The case G = Ω−8 (2)

(see Remark 6.1 for more details). But in any case, the F -classes are still parameterised
by pairs of partitions (λ, µ) as above, where µ has an odd number of parts (for example, if
m = 4 then W has 13 conjugacy classes, but we find that there are only 9 distinct F -classes
when ε = −).

So in all cases we may associate the F -class of w ∈ W with a pair of partitions (λ, µ) as
described above, according to the type of F . Write

λ = (mam , . . . , 1a1), µ = (mbm , . . . , 1b1) (29)

and let T̄w be the corresponding F -stable maximal torus of Ḡ. We can then define N =
NG(T̄w) = T.R, where R = CW,F (w) (see (5)) and T is the image (modulo scalars) of

T̂ ∩ Ωε
n(q), where

T̂ = (Cqm−1)am × · · · × (Cq−1)a1 × (Cqm+1)bm × · · · × (Cq+1)b1

is a maximal torus of SOε
n(q). Note that CW,F (w) ∼= CW (w) if ε = +, or if ε = − and m > 5

is odd. See [14, Theorems 5-7] for the precise cyclic structure of T .

Remark 6.1. Suppose G = PΩ−2m(q) with m > 4 even and set N = T.R as above with
respect to the pair of partitions (λ, µ) in (29). Let w ∈ W be a representative of the
corresponding F -class in W . We can identify the F -centraliser R = CW,F (w) with an index-
two subgroup of CW0(w), where we view W as an index-two subgroup of the Weyl group
W0 = S2 o Sm of SO2m+1(k). Now CW0(w) = A×B, where

A = ((C2 × Cm) o Sam)× ((C2 × Cm−1) o Sam−1)× · · · × (C2 o Sa1)

B = (C2m o Sbm)× (C2(m−1) o Sbm−1)× · · · × (C2 o Sb1)

and so it is straightforward to compute |R|. For example, if G = Ω−8 (2) then each F -class
in W corresponds to one of the pairs (λ, µ) in Table 2. In the table, we also describe the
structure of T (see [14, Theorem 7]) and CW0(w), and we compute |N |.

Lemma 6.2. Let G = PΩε
n(q), where n > 8 is even.

(i) If n = 8 and q 6 16 then ηG(t) < 1, where t is defined as follows:

q 2 3 4 5 7 8 9 11 13 16
t 7/25 11/50 9/50 4/25 7/50 13/100 13/100 7/50 7/50 3/20
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(ii) If (n, q) is one of the following, then ηG(t) < 1 where t is defined as in the table:

n = 10 12 14 16 18 20
q = 2 9/50 7/50 11/100 1/10 2/25 7/100

3 13/100 11/100 9/100 2/25 7/100 3/50
4 3/25 9/100
5 11/100 9/100
7 1/10 7/100

Proof. This is very similar to the proof of Lemma 4.2. With the aid of Magma, we work with
the standard matrix representation of L = Ωε

n(q) and we use the function ClassicalClasses

to compute the relevant class lengths in L. In this way, with an appropriate adjustment for
involutions when q is odd and Z(L) is nontrivial, we obtain the list of class sizes of elements
of prime order in G. Note that the sizes of the classes of involutions in G can be read off
from [8, Tables B.10, B.11] when q is odd. �

Theorem 6.3. Suppose G = PΩε
n(q) and n > 8 is even. Then b(G,N) 6 3, with equality if

and only if G = Ω+
8 (2) and N = 34:(23:S4), in which case |N ∩Nx| = 4 for some x ∈ G.

Proof. In view of Lemma 2.9 we may assume (n, q) 6∈ {(8, 2), (8, 3), (10, 2)}. Let x ∈ N be an
element of prime order r. As before, we seek to establish the bound α(x) 6 (1− t)/2, where
either t = 1/3, or G is one of the groups in Lemma 6.2 and we define t as in the lemma.
There are several cases to consider.

Case 1. r = p = 2.

Here x has Jordan form (Jh2 , J
n−2h
1 ) on V for some even integer h = 2` > 2, whence x is

of type ah or ch with respect to the notation in [1]. Note that every involution in L̄m ∩ Ḡ is
of type c.

If x = ah then x is Ḡ-conjugate to (1, . . . , 1)σ ∈ N̄ with σ = (1, 2) · · · (h− 1, h) ∈ Sm, so

|xG ∩N | 6 2`
m!

`!(m− 2`)!2`
(q + 1)`

and it is straightforward to check that the bound |xG| > 1
2q
h(n−h−1) is sufficient.

Now suppose x = ch. If h = 2 then |xG| > 1
2q

2(n−2) and we observe that x is Ḡ-conjugate

to (z, z, 1, . . . , 1) ∈ N̄ , which implies that |xG∩N | 6
(
m
2

)
(q+1)2. These bounds are sufficient.

Now assume h > 4. Here there exists an integer j in the range 0 6 j < h/2 such that x is Ḡ-
conjugate to an element in N̄ of the form (z1, . . . , zm)σ, where σ = (1, 2) · · · (2j−1, 2j) ∈ Sm
and zi is nontrivial (and equal to z) if and only if 2j + 1 6 i 6 h. Therefore,

|xG ∩N | 6
h/2−1∑
j=0

2j
m!

j!(m− 2j)!2j
(q + 1)j

(
m− 2j

h− 2j

)
(q + 1)h−2j (30)

and we deduce that

|xG ∩N | 6 m!

(m− h)!
(q + 1)h

h/2−1∑
j=0

1

j!(h− 2j)!3j
6

m!

(m− h)!4
(q + 1)h. (31)

Since |xG| > 1
2q
h(n−h), one can check that the bound in (31) is sufficient unless (n, q) =

(12, 2). In this case, we can evaluate the bound in (30) and the result follows.

Case 2. r = 2, p 6= 2.

Now assume x ∈ N is a semisimple involution. We begin by considering the special case
where x lifts to an element of order 4 in Ωε

n(q) (that is, x = Zx̂ where Z = Z(Ωε
n(q)),

x̂ ∈ Ωε
n(q) and x̂2 = −In). Here

|xG| > 1

4

(
q

q + 1

)
qn(n−2)/4
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and one can check that the trivial bound |xG ∩N | 6 |N | 6 (q + 1)m|W | is sufficient unless
n ∈ {8, 10}, or n ∈ {12, 14, 16} and q 6 13. To handle the remaining cases, we can work
with the more accurate estimate

|xG ∩N | 6
bm/2c∑
j=0

2j(q + 1)j · 2m−2j m!

j!(m− 2j)!2j
,

which is obtained by carefully considering the relevant elements of order 4 in the normaliser
of a maximal torus of SOn(k). Indeed, working modulo scalars, we observe that x is Ḡ-
conjugate to an element of the form (z1, . . . , zm)π ∈ N̄ , where π = (y1, . . . , ym)σ ∈ W ,
σ = (1, 2) · · · (2j− 1, 2j) ∈ Sm for some 0 6 j 6 bm/2c, zi = diag(λi, λ

−1
i ) has order 4 for all

i, yi = 1 if i > 2j and y2`−1 = y2` ∈ {1, z} if 1 6 ` 6 j. By combining this with the above
lower bound on |xG|, we deduce that α(x) 6 (1− t)/2 as required.

To complete the analysis of involutions, we may assume x is Ḡ-conjugate to an element
of the form (−I2`, In−2`), where 1 6 ` 6 bm/2c. First observe that

|xG| > 1

4d

(
q

q + 1

)
q2`(n−2`), (32)

where d = 2 if ` = m/2, otherwise d = 1. The cases with ` ∈ {1, 2} require special attention.
Suppose ` = 1. Then x is Ḡ-conjugate to the following elements in N̄ :

(−I2, I2, . . . , I2), (z, z, I2, . . . , I2), (I2, . . . , I2)σ,

where σ = (1, 2) ∈ Sm. This implies that

|xG ∩N | 6 m+

(
m

2

)
(q + 1)2 +

(
m

2

)
2(q + 1)

and one can check that the bound in (32) is sufficient.
Now assume ` = 2. Here x is Ḡ-conjugate to the following elements in N̄ :

(−I2,−I2, I2, . . . , I2), (−I2, z, z, I2, . . . , I2), (z, z, z, z, I2, . . . , I2),

(I2, I2,−I2, I2, . . . , I2)σ, (I2, I2, z, z, I2, . . . , I2)σ, (I2, . . . , I2)ρ,

where σ = (1, 2) ∈ Sm and ρ = (1, 2)(3, 4) ∈ Sm. As a consequence, we deduce that

|xG ∩N | 6
(
m

2

)
+m

(
m− 1

2

)
(q + 1)2 +

(
m

4

)
(q + 1)4 +

(
m

2

)
2(q + 1)(m− 2)

+

(
m

2

)
2(q + 1)

(
m− 2

2

)
(q + 1)2 +

m!

2!(m− 4)!22
(2(q + 1))2

and once again the result follows via the bound in (32).
Finally, let us assume 3 6 ` 6 bm/2c and note that m > 6. Here we can repeat the

argument in the final paragraph of Case 1 in the proof of Theorem 5.2 to show that (26)
and (27) hold (with a = `). It is straightforward to check that (27) is sufficient if n > 24
or q > 13, so we may assume 12 6 n 6 22 and q 6 11. In these cases, we can evaluate the
upper bound on |xG∩N | in (26), which is sufficient unless (n, q) = (12, 3). In the latter case,
one can check that the trivial upper bound |xG ∩N | 6 (q+ 1)m(1 + i2(W )) is good enough.

Case 3. r > 2.

If r does not divide |T | then we can proceed as in Case 2 in the proof of Theorem 5.2; the
argument goes through essentially unchanged and we omit the details.

Finally, let us assume r is an odd prime divisor of |T |. Here the analysis is similar to Case
3 in the proof of Theorem 5.2, but one or two cases require special attention and so we give
the details.

Let 0 6 ` 6 bm/rc be maximal such that x is Ḡ-conjugate to an element in a coset T̄ π,
where π = (1, . . . , 1)σ ∈W and σ ∈ Sm has cycle-shape (r`, 1m−r`). Write s = ν(x).



28 TIMOTHY C. BURNESS AND ADAM R. THOMAS

First assume ` = 0, so xG ∩N ⊆ T . If s = 2 then x is Ḡ-conjugate to (In−2, ω, ω
−1) and

the bounds |xG ∩ N | 6 2m and |xG| > 1
2(q + 1)−1q2n−3 are sufficient. Now assume s > 4.

If n > 10 then |xG| > 1
2(q + 1)−1q4n−15 and the trivial bound |xG ∩N | 6 (q + 1)m is good

enough. If n = 8 and x is not of the form (ωI4, ω
−1I4), then |xG| > 1

2(q + 1)−1q19 and

the result follows since |xG ∩ N | 6 (q + 1)4. On other hand, if n = 8 and x is conjugate
to (ωI4, ω

−1I4), then |xG| > 1
2(q + 1)−1q13 and we note that |xG ∩ N | 6 24, which yields

α(x) 6 (1− t)/2 as required.
For the remainder, let us assume ` > 1, so r 6 m and each r-th root of unity has

multiplicity at least 2` as an eigenvalue of x on V̄ . The upper bounds on |xG∩N | in (23) and
(24) are satisfied and we note that |xG| is minimal when x = (In−2`(r−1), ωI2`, . . . , ω

r−1I2`),
which implies that

|xG| > 1

2

(
q

q + 1

)(r+1)/2

q`(r−1)(2n−2`r−1).

For q > 3, one can check that the bound in (24) is sufficient if n > 18 or q > 13, while (23) is
effective in each of the remaining cases. Similarly, if q = 2 then the same bounds are sufficient
unless n 6 28, r = 3 and ` = 1. So to complete the proof, we may assume the latter conditions
are satisfied, in which case x is of the form (In−4, ωI2, ω

−1I2) or (In−6, ωI3, ω
−1I3). In the

latter case, |xG| > 1
2(q + 1)−1q6n−29 and the upper bound on |xG ∩N | in (23) is sufficient.

Finally, if x = (In−4, ωI2, ω
−1I2) then

|xG ∩N | 6 22

(
m

2

)
+

m!

(m− 3)!3
(2(q + 1))2, |xG| > 1

2

(
q

q + 1

)
q4n−14

and the result follows. �

This completes the proof of Theorem 1 for classical groups.

7. Exceptional groups

In this final section we complete the proof of Theorem 1 by handling the exceptional
groups. Let G = Op

′
(ḠF ) be a simple exceptional group of Lie type over Fq, where q = pf

and p is a prime. Note that G2(2)′ ∼= U3(3) and 2G2(3)′ ∼= L2(8), so we may assume q > 3, 27
if G = G2(q), 2G2(q), respectively. We adopt the notation from Section 2.2. In particular
we have N = NG(T̄w) = T.R, where T = G ∩ T̄Fw and R = CW,F (w) for some element w in
the Weyl group W = NḠ(T̄ )/T̄ , where T̄ is an F -stable maximal torus of Ḡ. Our aim is to
show that b(G,N) = 2 in every case.

We begin by recalling the following result, which handles the special cases where N is a
maximal subgroup of G. Note that these cases are recorded in [25, Table 5.2].

Proposition 7.1. If N is a maximal subgroup of G, then b(G,N) = 2.

Proof. This is [13, Proposition 4.2]. �

Corollary 7.2. If G = 2B2(q), then b(G,N) = 2.

Proof. By [33], N is a maximal subgroup of G and so we may apply Proposition 7.1 (the
original reference is [10, Lemma 4.39]). �

Proposition 7.3. If G = E8(q), then b(G,N) = 2.

Proof. This is a straightforward application of Proposition 2.1. Let x ∈ G be an element of
prime order. If x is a long root element, then |xG| > q58 = b1 and Lemma 2.8 implies that
there are at most a1 = 120(q + 1)8 such elements in N since the Weyl group W = 2.O+

8 (2)
contains 120 reflections. In all other cases, we have |xG| > q92 = b2 (see [13, Proposition
2.11]) and we note that |N | 6 (q + 1)8|W | = a2. Therefore, by applying Lemma 2.2, we
deduce that

Q̂(G,N, 2) < a2
1/b1 + a2

2/b2 < 1 (33)

and the result follows. �
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Proposition 7.4. If G = E7(q), then b(G,N) = 2.

Proof. For q > 3 we can repeat the argument in the proof of the previous proposition
and we deduce that (33) holds on substituting a1 = 63(q + 1)7, b1 = q34, b2 = q52 and
a2 = (q + 1)7|W |, where W = 2× Sp6(2) is the Weyl group of G.

Now assume q = 2 and write N = T.R as before, with R ∼= CW (w) for some w ∈ W (see
Section 2.2). First note that if N = 37.W then N is maximal and we can apply Proposition
7.1. In each of the remaining cases, we claim that |N | 6 729× 46080 = a2, noting that this
bound clearly holds if N = W . For N 6= W , we see that |T | 6 729 by inspecting [16, Tables
II, III] and a routine calculation with centralisers in W yields |R| 6 46080, which justifies the
claim. Similarly, we calculate that ρR 6 31 if w 6= 1 and ρR = 63 if w = 1, where we recall
that ρR is the number of reflections in R. Then by applying Lemma 2.8, recalling that we
may assume N = W if w = 1, we see that N contains at most a1 = 31.37 long root elements.
So if we define b1 and b2 as above, we deduce that (33) holds and the result follows. �

Next we turn to the groups G = Eε6(q). For ε = +, the possibilities for N = T.R can
be read off from [20, Table 1]. Now assume ε = −. Here we recall that there is a bijection
from the set of F -classes in W to the set of usual conjugacy classes of W , and similarly the
F -centraliser R = CW,F (w) is isomorphic to CW,F ′(w) ∼= CW (w), where F ′ is the standard
Steinberg endomorphism of Ḡ with fixed point group E6(q). This allows us to determine the

structure of T̄Fw from the cyclic structure of T̄F
′

w given in [20, Table 1] by simply substituting
−q for q in the order of each cyclic factor, adjusting the sign appropriately. For example,
the first three rows in the table correspond to the following possibilities for NḠF (T̄w):

(Cq+1)6:W, ((Cq+1)4 × Cq2−1):(S2 × S6), ((Cq+1)2 × (Cq2−1)2):(D8 × S4).

Proposition 7.5. If G = Eε6(q), then b(G,N) = 2.

Proof. Let x ∈ G be an element of prime order and note that |xG| > (q − 1)q21 = b1 if x
is a long root element, otherwise |xG| > (q − 1)q31 = b2 (see [13, Proposition 2.11]). Now
|N | 6 (q + 1)6|W | = a2, where W = PGSp4(3) is the Weyl group of G, and we note that N
contains at most a1 = 36(q+ 1)6 long root elements by Lemma 2.8. Putting these estimates
together, we deduce that (33) holds for q > 4.

Next assume q = 3. If G = 2E6(3) and N = 46.W then N is maximal and we may apply
Proposition 7.1. In each of the remaining cases one can check that |N | 6 26|W | = a2 (for
example, this follows by inspecting [20, Table 1]) and we deduce that (33) holds, where a1, b1
and b2 are defined as before.

For the remainder of the proof, we may assume q = 2 and N = T.R. By inspecting [25,
Table 5.2] we first observe that N is maximal when (ε,N) = (+, 73:31+2.SL2(3)) in which
case the result follows from Proposition 7.1. In considering the remaining cases, let us assume
for now that (ε,N) is not one of the following:

(+,W ), (+, 34.O+
4 (3)), (−, 35.W ), (−, 34.(2× Sp4(2))), (−, (32 × 9).(3× (S3 o S2))). (34)

If we exclude these cases, then one can check that ρR|T | 6 810 = a1, with equality if
ε = + and N = (32 × 15).(4× S4), where ρR is the number of reflections in R. In addition,
by inspecting [20, Table 1] we find that |N | 6 12960 = a2. Therefore, Lemma 2.8 implies

that the contribution to Q̂(G,N, 2) from long root elements is at most a2
1/b1 and one can

check that (33) holds, where b1 and b2 are defined as above.
Finally, we handle the cases listed in (34). In order to determine an upper bound on

Q̂(G,N, 2), it will be convenient to work in Ñ = N.(2 − ε) = NḠF (T̄w). First let a1 be the

number of long root elements in Ñ and let a2 be the number of involutions in Ñ that are
contained in the G-class labelled A2

1 in [26, Table 22.2.3]. Similarly, let a3 be the number

of elements x ∈ Ñ of order 3 with CḠ(x)0 = D5T1 and let a4 be the number of remaining
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ε N a1 a2 a3 a4

+ W 36 270 0 6539
+ 34.O+

4 (3) 36 198 0 4481
− 35.W 108 2430 54 672083
− 34.(2× Sp4(2)) 46 450 30 19571
− (32 × 9).(3× (S3 o S2)) 18 81 18 4262

Table 3.

prime order elements in Ñ . Then

Q̂(G,N, 2) <
4∑
i=1

a2
i /bi, (35)

where b1 and b2 = b3 are defined as above and we set b4 = 241, noting that |xG| > b4 for all
x ∈ G of prime order other than long root elements, involutions in the A2

1 class and order 3
elements with a centraliser of type D5T1.

To complete the argument, we need to compute a1, a2, a3 and a4. To do this, we proceed
as in the proof of [12, Proposition 2.2], first working with Magma to construct Ñ as a

subgroup of ḠF
`

= Inndiag(E6(2`)) for ` = 1, 2, 2, 4, 6, respectively (referring to the five
cases in (34)). In terms of this embedding, we then construct a set of representatives of

the conjugacy classes of elements in Ñ of prime order and we compute the Jordan form of
each representative on the adjoint module V for Ḡ. If x ∈ Ñ is an involution, we can then
determine the G-class of x by inspecting [23, Table 6]. Similarly, if x has order 3 then we
read off dimCV (x) = dimCḠ(x), which allows us to identify the structure of CḠ(x)0. In
this way, we deduce that ai takes the values recorded in Table 3 and it is straightforward to

check that the upper bound in (35) yields Q̂(G,N, 2) < 1. �

Proposition 7.6. If G = F4(q), then b(G,N) = 2.

Proof. Let W = O+
4 (3) be the Weyl group of G and note that |N | 6 |W |(q + 1)4 = a1 and

[13, Proposition 2.11] gives |xG| > q16 = b1 for all x ∈ G of prime order. By Lemma 2.2, this

implies that Q̂(G,N, 2) < a2
1/b1, which is less than 1 for q > 7.

For the remainder of the proof we may assume q 6 5. We will postpone the analysis of
the cases N = (q + 1)4.W with q ∈ {2, 3} to the end of the proof. Let x ∈ N be an element
of prime order r.

Suppose q is odd. If r = 2 then |xG| > q16 = b1, whereas |xG| > 1
2(q − 1)q21 = b2 if r is

odd (note that there are no root elements in N by Lemma 2.8). We claim that i2(N) 6 a1

and |N | 6 a2, where a1 and a2 are defined as in Table 4. Here the upper bound on |N | can
be read off from [19, Table 5.2]. To obtain the upper bound on i2(N), we use Magma to
construct each possibility for N as a subgroup of F4(q`) for some suitable `, which allows us
to compute i2(N) precisely in each case. It is now straightforward to check that (33) holds.

Now assume q is even. If r = 2 then |xG| > q16 = b1 and we have |xG| > q28 = b2 if r

is odd, or if r = 2 and x is in the class labelled A1Ã1. As above, we note that |N | 6 a2,
where a2 is defined in Table 4. With the aid of Magma, we also calculate that there are at
most a1 involutions in N that are not in the class labelled A1Ã1, where a1 is also given in
Table 4 (here we can proceed as in the final part of the proof of Proposition 7.5 in order to
determine the G-class of each N -class of involutions). Once again, one can check that (33)
holds and the result follows.

It remains to deal with the two excluded cases. First assume q = 3 and N = 44.W , in
which case we use Magma to construct N as a subgroup of F4(9). Let x ∈ N be an element
of prime order r. If r = 3 then |xG| > 321 = b3 since N contains no root elements and we
calculate that i3(N) = 5120 = a3. Similarly, if r = 2 and CḠ(x) = B4, then |xG| > 316 = b1
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q a1 a2 b1 b2
5 16000 64.|W | 516 2.521

4 6000 54.|W | 416 328

3 847 12288 316 321

2 234 3528 216 228

Table 4.

and there are a1 = 51 such elements in N . And if r = 2 and CḠ(x) 6= B4, or if r > 5, then
|xG| > 328 = b2 and we set a2 = |N |. Therefore, we conclude that

Q̂(G,N, 2) <

3∑
i=1

a2
i /bi < 1

and the result follows.
Finally suppose q = 2 and N = 34.W . Here we use Magma to construct G as a permuta-

tion group of degree 139776 and we find a Sylow 3-subgroup H of G. Now H has a unique
abelian subgroup of order 34, which we may assume is the relevant maximal torus T . We
can now construct N = NG(T ) and then find a random element x ∈ G with N ∩Nx = 1. �

Proposition 7.7. If G = G2(q)′, then b(G,N) = 2.

Proof. Here |N | 6 12(q + 1)2 = a1 and we may assume q > 7 by Lemma 2.10. Let A be the
set of elements x ∈ G that are either long root elements, or short root elements if p = 3,
or semisimple elements of order 3 with CḠ(x) = A2. Then if x ∈ G has prime order, [13,
Proposition 2.11] implies that |xG| > (q−1)q5 = b2 if x ∈ A, otherwise |xG| > (q−1)q7 = b1.
Set a2 = |N ∩ A|.

If q > 16 then Q̂(G,N, 2) < a2
1/b2 < 1 and so we may assume 7 6 q 6 13. If q is odd then

with the aid of Magma we compute a2 6 2 (note that N does not contain any long root
elements by Lemma 2.8) and one checks that (33) holds. Similarly, if q = 8 then a2 6 29
and (33) holds once again. �

Proposition 7.8. If G = 3D4(q), then b(G,N) = 2.

Proof. The possibilities for T and N are recorded in [17, Table 1.1]. Note that if x ∈ G has
prime order, then either |xG| > q16 = b1, or x is a long root element and |xG| > q10 = b2
(see [13, Proposition 2.11]).

First observe that if T = Cq2±q+1 × Cq2±q+1 or Cq4−q2+1 then N is a maximal subgroup
of G and thus b(G,N) = 2 by Proposition 7.1. For the remainder, we may assume N is not
one of these possibilities, in which case |N | 6 12(q3 + 1)(q + 1) = a1.

If q is odd thenN does not contain long root elements by Lemma 2.8 and thus Q̂(G,N, 2) <

a2
1/b1 < 1. Now assume q is even. By Lemma 2.10, we may assume q > 8. Here Q̂(G,N, 2) <
a2

1/b2, which is less than 1 if q > 16. Finally, suppose q = 8 and write N = T.R. Here we
check that i2(R) 6 7, so N contains at most 7|T | 6 7(q3 + 1)(q+ 1) = a2 long root elements
by Lemma 2.8. It is now routine to check that (33) holds, with a1, b1 and b2 defined as
above. �

Proposition 7.9. If G = 2F4(q)′, then b(G,N) = 2.

Proof. By Lemma 2.10 we may assume q > 8. As explained in [19, Section 7.4], there are
11 possibilities for N = T.R, up to conjugacy, and the structure in each case is recorded
in [19, Table 7.3]. Let x ∈ G be an element of prime order. If x is a long root element,
then |xG| > (q − 1)q10 = b1, otherwise |xG| > (q − 1)q13 = b2 (see [13, Proposition 2.11]).
Now |T | 6 (

√
q + 1)4 (see Lemma 2.7), |R| 6 96 and by applying Lemma 2.8 we see that

N contains at most a1 = 24(
√
q + 1)4 long root elements since the Weyl group of type F4

contains 24 reflections. One can now check that (33) holds, with a2 = 96(
√
q + 1)4. �
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Proposition 7.10. If G = 2G2(q)′, then b(G,N) = 2.

Proof. Recall that we may assume q > 27. The four possibilities for N = T.R (up to
conjugacy) are given in [19, Proposition 7.4]. By [21, Theorem C], either N is maximal
and hence b(G,N) = 2 by Proposition 7.1, or N = Cq−1.2. To handle the latter case, set
a = |N | and note that |xG| > (q − 1)q3 = b for any prime order element x ∈ N by [13,

Proposition 2.11]. By Lemma 2.2, this implies that Q̂(G,N, 2) < a2/b, which is less than 1
for q > 27. �

This completes the proof of Theorem 1 when G is a simple exceptional group of Lie type.
By combining this with the main results on classical groups in Sections 3-6, we conclude that
the proof of Theorem 1 is complete. Finally, we establish Corollary 2.

Proof of Corollary 2. Let G = Op
′
(ḠF ) be a finite simple group of Lie type over a field

of characteristic p and let N = NG(T̄ ), where T̄ is an F -stable maximal torus of Ḡ. If
b(G,N) = 2 then N ∩Nx = 1 for some x ∈ G, so by Theorem 1 we may assume (G,N) is
one of the cases listed in Table 1. The result now follows by combining the statements of
Theorems 3.5, 4.3 and 6.3 with Propositions 3.6–3.9. �
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