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Abstract. Let G be a finite group and recall that the Frattini subgroup Frat(G) is
the intersection of all the maximal subgroups of G. In this paper, we investigate the
intersection number of G, denoted α(G), which is the minimal number of maximal sub-
groups whose intersection coincides with Frat(G). In earlier work, we studied α(G) in
the special case where G is simple and here we extend the analysis to almost simple
groups. In particular, we prove that α(G) 6 4 for every almost simple group G, which
is best possible. We also establish new results on the intersection number of arbitrary
finite groups, obtaining upper bounds that are defined in terms of the chief factors of the
group. Finally, for almost simple groups G we present best possible bounds on a related
invariant β(G), which we call the base number of G. In this setting, β(G) is the minimal
base size of G as we range over all faithful primitive actions of the group and we prove
that the bound β(G) 6 4 is optimal. Along the way, we study bases for the primitive
action of the symmetric group Sab on the set of partitions of [1, ab] into a parts of size
b, determining the exact base size for a > b. This extends earlier work of Benbenishty,
Cohen and Niemeyer.

1. Introduction

Let G be a finite group and let M be the set of maximal subgroups of G. For H ∈M,
let HG =

⋂
g∈GH

g denote the core of H and note that we may view G/HG as a primitive

permutation group on the set Ω = G/H of cosets of H in G. In this setting, a subset B
of Ω is a base for G/HG if the pointwise stabiliser of B in G/HG is trivial, and we define
the base size of G, denoted b(G,H), to be the minimal size of a base. In other words,

b(G,H) = min{|S| : S ⊆ G,
⋂
g∈S

Hg = HG}.

Determining the base sizes of finite permutation groups (and primitive groups in particu-
lar) is a fundamental problem in permutation group theory, with a long history stretching
back to the nineteenth century.

Set M∗ = {H ∈ M : HG = Frat(G)}, where Frat(G) =
⋂
H∈MH is the Frattini

subgroup of G. In this paper, we are interested in the following invariant

β(G) =

{
min{b(G,H) : H ∈M∗} if M∗ 6= ∅
∞ otherwise,

which we call the base number of G. So if we assume M∗ is non-empty, then β(G) is the
smallest number of conjugate maximal subgroups whose intersection coincides with the
Frattini subgroup of G. By relaxing the conjugacy condition, we obtain the intersection
number of G (this terminology was introduced in [1]):

α(G) = min{|T | : T ⊆M,
⋂
H∈T

H = Frat(G)}.

Clearly, we have α(G) 6 β(G).
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In an earlier paper [13], we studied these invariants in the setting where G is a finite
simple group, obtaining best possible bounds. More precisely, we proved that α(G) 6 3
(with equality for infinitely many simple groups) and β(G) 6 4 (with equality if and only
if G is isomorphic to the unitary group U4(2)). This extended earlier work of Garonzi and
Lucchini [25], who determined the exact intersection number of the alternating groups.
Results on α(G) for some families of insoluble groups are presented in [1] by Archer et al.
For example, [1, Theorem 3.3] gives a formula for the intersection number of every finite
nilpotent group, and there are results for dihedral, generalised quaternion and symmetric
groups in [1, Section 4]. In particular, [1, Proposition 4.3] gives the bound

α(Sn) 6

⌊
n+ 8

4

⌋
,

which we improve to α(Sn) 6 3 in Theorem 1 below (the latter bound is best possible).

In this paper, we extend some of this earlier work in several directions. Our first main
result generalises the bounds on α(G) and β(G) in [13, Theorem 1] from simple groups to
almost simple groups, providing best possible bounds for both invariants.

Theorem 1. Let G be a finite almost simple group with socle G0.

(i) We have α(G) 6 4, with equality if and only if G ∼= U4(2).2.

(ii) We have β(G) 6 4, with equality if and only if G ∼= S6 or G0
∼= U4(2).

Remark 1. As an immediate corollary, it follows that β(G)− α(G) 6 1 for every almost
simple group G, which extends [13, Corollary 2(iii)]. It is also worth noting that there
are infinitely many almost simple groups with α(G) = β(G) = 3. For example, every
alternating group of the form A2p has this property, where p > 17 is a prime and 2p − 1
is not a prime power (see [13, Theorem 1(i)]).

A key ingredient in the proof of Theorem 1 for symmetric groups is Theorem 2 below,
which we anticipate will be of independent interest.

Let G = Sn with n > 5 and let H 6= An be a maximal subgroup of G, so we may
view G as a primitive permutation group on the cosets of H. Consider the action of H on
[1, n] = {1, . . . , n}. If H acts primitively, then b(G,H) is determined precisely by Burness,
Guralnick and Saxl in [16] (for example, it turns out that b(G,H) = 2 if n > 12). If H
is intransitive, then the best known bounds are due to Halasi [27], who gives the exact
base size in many (but not all) cases. Now assume H is imprimitive, so n = ab and
H = Sb o Sa for integers a, b > 2. Here the best existing bounds in the literature are due
to Benbenishty, Cohen and Niemeyer [5] (see Theorem 2.1). In particular, if a > b > 3,
then [5, Theorem 4] gives b(G,H) 6 6. By applying work of James [28], we are able to
determine the exact base size for this action whenever a > b.

Theorem 2. Let G = Sn and H = Sb o Sa, where n = ab, a > b > 2 and (a, b) 6= (2, 2).
Then

b(G,H) =

 4 if (a, b) = (3, 2)
2 if b > 3 and a > max{b+ 3, 8}
3 otherwise.

The proof of Theorem 2 is constructive in the sense that we present a base of minimal
size in each case. We also obtain a corresponding result for alternating groups (see Remark
2.8).

Finally, we turn our attention to the intersection numbers of arbitrary finite groups. In
the following we write λ(G) for the chief length of G (so λ(G) is the number of factors in
a chief series for G) and δ(G) denotes the number of non-Frattini chief factors of G, which
is independent of the choice of chief series (recall that a chief factor H/K of G is Frattini
if it is contained in Frat(G/K)). It is straightforward to show that if G is nilpotent, then
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α(G) = λ(G/Frat(G)) = δ(G) (see [1, Theorem 3.3] for example). We extend the analysis
to soluble groups.

Theorem 3. If G is a finite soluble group, then α(G) 6 λ(G). Moreover, if the derived
subgroup of G is nilpotent, then α(G) 6 δ(G).

Remark 2. It is worth noting that the difference α(G)− δ(G) can be arbitrarily large for
soluble groups. For example, if k is a positive integer and we take Γk to be the finite soluble
group defined at the end of [13, Section 8], then δ(Γk) = 5k and α(Γk) > 6k. However, we
can still bound α(G) in terms of δ(G). For example, as a corollary of Theorem 4 below,
we deduce that α(G) 6 4δ(G) for every finite soluble group G.

Finally, we present a general bound on the intersection number of an arbitrary finite
group G. In order to state Theorem 4 below, we need to introduce some notation. Let Bab

(respectively Bnonab) be the set of non-Frattini chief factors of G that are G-equivalent
to some abelian (respectively, non-abelian) minimal normal subgroup of G/Frat(G) (see
Definition 5.1 for the definition of G-equivalent). In addition, let δG(A) be the number
of non-Frattini chief factors in a chief series of G which are G-equivalent to A (this does
not depend on the choice of chief series), and if A is non-abelian, let nA be the number of
composition factors of A.

Theorem 4. If G is a finite group, then

α(G) 6
∑
A∈Bab

δG(A) +
∑

A∈Bnonab

max{4, δG(A)}+
∑
A∈Bab

dimEndG(A)A+
∑

A∈Bnonab

⌊
3nA − 1

2

⌋
.

In particular, if G is soluble then

α(G) 6
∑
A∈Bab

(δG(A) + 3). (1)

Remark 3. Let us observe that the bound in (1) for soluble groups is best possible.
For example, let t be a positive integer and let R < S4t be the iterated wreath product
of t copies of S4. The wreath product H = GL2(3) o R admits a faithful irreducible

H-module A of order n = 94t . Let δ be a positive integer and consider the semidirect
product G = Aδ o H. Then Bab = {A}, δG(A) = δ and |G| = nδ+c−124−1/3, where

c = 1+log9(48 ·241/3) ∼ 3.244 is the Pálfy-Wolf constant (see the final part of [37, Section
1], for example). Since |G : H| 6 n for every maximal subgroup H of G, it follows that

α(G) > dlogn |G|e = dδ + c− 1− logn(24)/3e > δ + 3

if c− 1− logn(24)/3 > 2, which holds for n sufficiently large. We conclude that if n� 0,
then the bound in (1) is sharp.

Notice that the general upper bound in Theorem 4 involves the composition length of
each A ∈ Bnonab. It remains an open problem to determine if it is possible to bound α(G)
only in terms of δ(G) when G is insoluble.

2. Symmetric groups acting on partitions

We begin by proving Theorem 2, which will then be used in the proof of Theorem 1
in the next section. So let G = Sn and consider the imprimitive subgroup H = Sb o Sa,
where n = ab and a, b > 2. If n = 4 then H contains a nontrivial normal subgroup of
G, so we will assume (a, b) 6= (2, 2). We may then view G as a primitive permutation
group on the set of cosets of H in G, which we can identify with the set Ω of partitions of
[1, n] = {1, . . . , n} into a sets of size b (we refer to the sets in such a partition as blocks).

There are several results in the literature on the base size b(G,H) for this action. For
example, a theorem of Liebeck [33] states that if b > 3 then

b(G,H) 6 (a− 1)(b− 1) + 2.



4 TIMOTHY C. BURNESS, MARTINO GARONZI, AND ANDREA LUCCHINI

Asymptotically best possible bounds on b(G,H) were determined more recently by Ben-
benishty, Cohen and Niemeyer. The following result is [5, Theorem 4].

Theorem 2.1. Let G = Sn and H = Sb o Sa, where n = ab with a > 2 and b > 3.

(i) If a > b, then 2 6 b(G,H) 6 6.

(ii) If a < b, then dloga be 6 b(G,H) 6 dloga be+ 3.

Remark 2.2. As explained in [5, p.1581], the lower bound in part (ii) follows immediately
from the observation that in any collection of fewer than dloga be partitions in Ω, there are
at least two points that appear in the same block in every partition in the collection, so
G contains a transposition fixing every partition. It is also worth noting that the upper
bound in (ii) is best possible. For example, if (a, b) = (2, 4) then b(G,H) = 5 = dloga be+3.

Here we are interested in extending part (i) of Theorem 2.1 by determining the exact
base size whenever a > b (and we also handle the case b = 2); this is the content of
Theorem 2. A key tool to do this is the following result of James [28, Theorem 1.2], which
determines the cases with b(G,H) = 2.

Theorem 2.3. Let G = Sn and H = Sb oSa, where n = ab with a, b > 2 and (a, b) 6= (2, 2).
Then b(G,H) = 2 if and only if b > 3 and a > max{8, b+ 3}.

If b = 2 and a > 4 then b(G,H) = 3 (see [16, Remark 1.6]) and it is easy to check
that b(G,H) = 4 if (a, b) = (3, 2). Now assume b > 3. If a > b + 3 then Theorem 2.3
gives b(G,H) = 2 if and only if a > 8; if a 6 7 then (a, b) is one of (6, 3), (7, 3) or (7, 4)
and in each case one checks that b(G,H) = 3 (for example, with the aid of Magma it is
easy to identify two elements x, y ∈ G such that H ∩ Hx ∩ Hy = 1, which implies that
b(G,H) 6 3 and therefore equality holds by Theorem 2.3). We have now established the
following result.

Proposition 2.4. Let G = Sn and H = SboSa, where n = ab, a > b > 2 and (a, b) 6= (2, 2).
If b = 2 or a > b+ 3, then

b(G,H) =

 4 if (a, b) = (3, 2)
3 if a > 4 and b = 2, or (a, b) = (6, 3), (7, 3) or (7, 4)
2 otherwise.

Therefore, to complete the proof of Theorem 2, we may assume 3 6 b 6 a 6 b + 2. In
this situation, by combining Theorems 2.1 and 2.3, we have

3 6 b(G,H) 6 6

and our goal is to prove that b(G,H) = 3. As in [5], our approach is constructive and
we will exhibit an explicit base of size 3 in every case. We divide the analysis into three
cases: a = b+ 2, a = b+ 1 and a = b.

2.1. The case a = b+ 2.

Proposition 2.5. Let G = Sn and H = Sb oSa, where n = ab, a = b+ 2 and b > 3. Then
b(G,H) = 3.

Proof. The case b = 3 can be verified using Magma, so for the remainder we will assume
b > 4. We begin by identifying G with Sym(X), where

X = {(i, j) ∈ Z/aZ× Z/aZ : i− j 6= ±1},

and then we identify G/H with the set Ω of partitions of X into a parts of size b. In view
of Theorem 2.3, it suffices to identify three partitions in Ω whose pointwise stabiliser in G
is trivial.
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With this goal in mind, consider the following subsets of X

Bi = {(x, y) ∈ X : x = i}, i = 0, 1, . . . , a− 1

Ci = {(x, y) ∈ X : y = i}, i = 0, 1, . . . , a− 1

D0 = (B0 \ {(0, 2)}) ∪ {(1, 3)} = {(1, 3), (0, 3), (0, 4), . . . , (0, a− 2), (0, 0)}
D1 = (B1 \ {(1, 3)}) ∪ {(0, 2)} = {(0, 2), (1, 4), (1, 5), . . . , (1, a− 1), (1, 1)}
Di = Bi, i = 2, 3, . . . , a− 3

Da−2 = {(a− 1, 1), (a− 1, 2), (a− 2, 2), (a− 2, 3), . . . , (a− 2, a− 4), (a− 2, a− 2)}
Da−1 = {(a− 2, 0), (a− 2, 1), (a− 1, 3), (a− 1, 4), . . . , (a− 1, a− 3), (a− 1, a− 1)}

and observe that

B = {B0, . . . , Ba−1}, C = {C0, . . . , Ca−1}, D = {D0, . . . , Da−1}

are all partitions in Ω.
Suppose g ∈ Sym(X) stabilises B, C and D. We claim that g = 1, which implies that

{B, C,D} is a base for G. Since (i, j) ∈ X is the unique element in the intersection Bi∩Cj ,
it suffices to show that g fixes (setwise) each block in B and C.

First observe that D1 \B1 = {(0, 2)} and D0 \B0 = {(1, 3)}, which means that

|g(D1 \B1)| = |g(D0 \B0)| = 1.

In other words, |g(D1) \ g(B1)| = |g(D0) \ g(B0)| = 1. Since |Dk \ Bi| = 1 if and only
if (k, i) ∈ {(0, 0), (1, 1)}, and |Bi \ Dk| = 1 if and only if (k, i) ∈ {(0, 0), (1, 1)}, the fact
that a > 6 implies that {g(D0), g(D1)} = {D0, D1} and {g(B0), g(B1)} = {B0, B1}, with
g(B0) = B0 if and only if g(D0) = D0.

Suppose g(B0) = B1, so g(B1) = B0, g(D0) = D1 and g(D1) = D0. Since D1 \ B1 =
{(0, 2)} and D0 \ B0 = {(1, 3)}, we deduce that g(0, 2) = (1, 3) and g(1, 3) = (0, 2).
This implies that g(C2) = C3 and g(C3) = C2. However D0 ∩ C3 = {(1, 3), (0, 3)} and
g(D0 ∩ C3) = D1 ∩ C2 = {(0, 2)} have different sizes, so we have reached a contradiction.
Therefore, g fixes the blocks B0, B1, D0 and D1.

Since D1 \ B1 = {(0, 2)} and D0 \ B0 = {(1, 3)} we deduce that g(0, 2) = (0, 2) and
g(1, 3) = (1, 3), so g(Cj) = Cj for j = 2, 3. Now D0 ∩C1 = ∅ and by applying g we obtain
D0 ∩ g(C1) = ∅. Since g(C2) = C2, this forces g(C1) ∈ {C1, Ca−1}. Since a > 6, we have
|Dk ∩ Bi| = 2 only if k ∈ {a − 2, a − 1} (independently of i), therefore {Da−1, Da−2} is
stabilised by g. Now C1 ∩ Da−1 and C1 ∩ Da−2 are nonempty while Ca−1 ∩ Da−2 = ∅,
therefore g(C1) 6= Ca−1, implying g(C1) = C1.

Visibly, we have Bi ∩Cj = ∅ if and only if j = i± 1. So if h ∈ Sym(X) and h(Bi) = Bi
then h(Bi ∩ Ci±1) = Bi ∩ h(Ci±1) = ∅ and thus {h(Ci−1), h(Ci+1)} = {Ci−1, Ci+1}.
Similarly, if h(Cj) = Cj then {h(Bj−1), h(Bj+1)} = {Bj−1, Bj+1}.

We now repeatedly apply this observation, given the constraints on g we have already
obtained. Firstly, since g fixes C1 it stabilises {B0, B2}. But we know that g fixes B0, so
it must also fix B2 and hence it stabilises {C1, C3}. Since it fixes C1, it also fixes C3, so
it stabilises {B2, B4}. In turn, since g fixes B2, it must also fix B4. By continuing the
argument in this way, we deduce that g fixes Bi for every even i and Cj for every odd j.

Similarly, g stabilises {B1, B3} since it fixes C2. As before, since we already know that
it fixes B1, it must also fix B3 and thus g stabilises {C2, C4}. It follows that g fixes C4, so
it stabilises {B3, B5} and we deduce that it fixes B5. Once again, proceeding in this way
we find that g fixes Bi for every odd i and Cj for every even j.

We have now shown that g fixes each block in B and C. As previously noted, if i 6= j±1
then Bi ∩ Cj = {(i, j)} and thus g fixes every element in X. Therefore, g = 1 and the
result follows. �

2.2. The case a = b+ 1.
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Proposition 2.6. Let G = Sn and H = Sb oSa, where n = ab, a = b+ 1 and b > 3. Then
b(G,H) = 3.

Proof. Here we identify G with Sym(X), where

X = {(i, j) ∈ Z/aZ× Z/aZ : j − i 6= 1}

and we define Ω to be the set of partitions of X into a parts of size b. The case b = 3 can
be verified using Magma, so we may assume b > 4.

We define the partitions B = {B0, . . . , Ba−1} and C = {C0, . . . , Ca−1} in Ω as in the
proof of Proposition 2.5, so

Bi = {(x, y) ∈ X : x = i}, Ci = {(x, y) ∈ X : y = i}, i = 0, 1, . . . , a− 1.

We also define a third partition D = {D0, . . . , Da−1} in Ω. For i > 0 we define

Yi = {(2i, 2), (2i, 4), . . . , (2i, 2i+ 2)}, Zi = {(2i+ 1, 3), (2i+ 1, 5), . . . , (2i+ 1, 2i+ 3)}

and we take

D2i = (B2i \ Yi) ∪ Zi, i = 0, 1, . . . , ba/2c − 1

D2i+1 = (B2i+1 \ Zi) ∪ Yi, i = 0, 1, . . . , ba/2c − 1

Da−1 = Ba−1 if a is odd.

Suppose g ∈ Sym(X) stabilises B, C and D. We claim that g = 1, which implies that
b(G,H) 6 3. Recall that this gives the desired result because b(G,H) > 3 by [28, Theorem
1.2]. We proceed as in the proof of the previous proposition, noting that it suffices to show
that g fixes each block in B and C. In order to reach this conclusion, it will be useful to
observe that Bi∩Cj = ∅ if and only if j = i+1, hence if g(Bi) = Bj then g(Ci+1) = Cj+1.

First observe that D1 \B1 = {(0, 2)} and D0 \B0 = {(1, 3)}, so

|g(D1) \ g(B1)| = |g(D1 \B1)| = |g(D0 \B0)| = |g(D0) \ g(B0)| = 1.

Since a > 5, |Dk \ Bi| = 1 if and only if (k, i) ∈ {(0, 0), (1, 1)}, and |Bi \ Dk| = 1
if and only if (k, i) ∈ {(0, 0), (1, 1)}. It follows that {g(D0), g(D1)} = {D0, D1} and
{g(B0), g(B1)} = {B0, B1}. Moreover, g(B0) = B0 if and only if g(D0) = D0.

Suppose g(B0) = B1. Then g(B1) = B0, g(D0) = D1 and g(D1) = D0. Since D1 \B1 =
{(0, 2)} andD0\B0 = {(1, 3)}, it follows that g(0, 2) = (1, 3) and g(1, 3) = (0, 2). Therefore
g(C2) = C3 and g(C3) = C2. However D0∩C3 = {(1, 3), (0, 3)} and g(D0∩C3) = D1∩C2 =
{(0, 2)} have different sizes, which is a contradiction.

We have now shown that g(B0) = B0, so g also fixes the blocks B1, D0 and D1. We
also observe that g fixes C1 and C2.

We now argue inductively to complete the proof. Suppose we have proved that g(Bj) =
Bj and g(Ck) = Ck for all 0 6 j 6 2i − 1 and 1 6 k 6 2i for some i in the range
1 6 i 6 (a− 3)/2.

First assume i 6= (a−3)/2 when a is odd, and i 6= a/2−2 when a is even. Then we have
|Dk \ Bj | = i+ 1 if and only if (k, j) ∈ {(2i, 2i), (2i+ 1, 2i+ 1)}, and |Bj \Dk| = i+ 1 if
and only if (k, j) ∈ {(2i, 2i), (2i+ 1, 2i+ 1)}. Therefore, {g(B2i), g(B2i+1)} = {B2i, B2i+1}
and {g(D2i), g(D2i+1)} = {D2i, D2i+1}, with g(B2i) = B2i if and only if g(D2i) = D2i.
Since D2i ∩ C2i = ∅, D2i+1 ∩ C2i 6= ∅ and g(C2i) = C2i, we deduce that g(D2i) = D2i and
g(D2i+1) = D2i+1, which in turn implies that g fixes B2i, B2i+1, C2i+1 and C2i+2.

Now assume a is odd and i = (a− 3)/2. Here |Dk \Bj | = i+ 1 if and only if

(k, j) ∈ {(a− 3, a− 3), (a− 2, a− 2), (a− 3, a− 2), (a− 2, a− 3)}

so g({Da−3, Da−2}) = {Da−3, Da−2} and g({Ba−3, Ba−2}) = {Ba−3, Ba−2}. As before,
since Da−3 ∩Ca−3 = ∅, Da−2 ∩Ca−3 6= ∅ and g(Ca−3) = Ca−3, we deduce that g(Da−3) =
Da−3 and g(Da−2) = Da−2. So either g(Ba−3) = Ba−3 and g(Ba−2) = Ba−2, or

g({(a− 3, 0), (a− 3, 1), (a− 3, 3), . . . , (a− 3, a− 4)}) = g(Ba−3 ∩Da−3) = Ba−2 ∩Da−3,
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which is equal to {(a− 2, 0), (a− 2, 3), (a− 2, 5), . . . , (a− 2, a− 2)}. But here the second
possibility is incompatible with the fact that |Ba−3∩Da−3∩C1| = 1, Ba−2∩Da−3∩C1 = ∅
and g(C1) = C1, whence g(Ba−3) = Ba−3 and g(Ba−2) = Ba−2, and thus g(Ca−2) = Ca−2

and g(Ca−1) = Ca−1.
Now suppose a is even and i = a/2−2. Here |Dk\Bj | = i+1 if and only if |Bj\Dk| = i+1,

and this happens if and only if

(k, j) ∈ {(a− 4, a− 4), (a− 3, a− 3), (a− 2, a− 1), (a− 1, a− 2)},

so g stabilises the sets

{Ba−4, Ba−3, Ba−2, Ba−1}, {Da−4, Da−3, Da−2, Da−1}.

Moreover, in order to prove that g fixes Ba−4, Ba−3, Ba−2 and Ba−1, it suffices to show
that g fixes Da−4, Da−3, Da−2 and Da−1. Observe that Da−4 ∩Ca−4 = Da−2 ∩Ca−4 = ∅,
while Da−3 ∩ Ca−4 and Da−1 ∩ Ca−4 are non-empty. Since g fixes Ca−4, we deduce that
g stabilises {Da−4, Da−2} and {Da−3, Da−1}. Since Da−4 and Da−3 intersect precisely
a/2 + 1 blocks in C, whereas Da−2 and Da−1 intersect a/2 such blocks, we deduce that g
fixes Da−4, Da−3, Da−2 and Da−1.

So by induction, it follows that g fixes every block in B and C. Since each (i, j) ∈ X is
the unique element of the intersection Bi ∩ Cj , we conclude that g = 1. �

2.3. The case a = b.

Proposition 2.7. Let G = Sn and H = Sa o Sa, where n = a2 and a > 3. Then
b(G,H) = 3.

Proof. For a ∈ {3, 4, 5} it is easy to verify the bound b(G,H) 6 3 using Magma, so we
will assume a > 6. Set k = ba/2c and identify G with Sym(X), where

X = {1, . . . , a} × {1, . . . , a}.

Let Ω be the set of partitions of X into a subsets of size a. As before, we need to identify
three partitions in Ω whose pointwise stabiliser in G is trivial.

To this end, define two partitions B = {B1, . . . , Ba} and C = {C1, . . . , Ca} in Ω by
setting

Bi = {(x, y) ∈ X : x = i}, Ci = {(x, y) ∈ X : y = i}, i = 1, 2, . . . , a.

We now define a third partition D = {D1, . . . , Da} in Ω. First we define D1, . . . , D2k−2 by
setting

D2i+1 = {(2i+ 2, 2), (2i+ 1, 2), (2i+ 2, 4), (2i+ 1, 4), . . . , (2i+ 2, 2i+ 2), (2i+ 1, 2i+ 2),

(2i+ 1, 2i+ 3), (2i+ 1, 2i+ 4), . . . , (2i+ 1, a)}

and

D2i+2 = {(2i+ 1, 1), (2i+ 2, 1), (2i+ 1, 3), (2i+ 2, 3), . . . , (2i+ 1, 2i+ 1), (2i+ 2, 2i+ 1),

(2i+ 2, 2i+ 3), (2i+ 2, 2i+ 4), . . . , (2i+ 2, a)},

for 0 6 i 6 k − 2. Then for a even we define

D2k−1 = {(2k − 1, 1), (2k − 1, 2), (2k, 2), (2k − 1, 4), (2k, 4), . . . ,

(2k − 1, 2k − 2), (2k, 2k − 2), (2k − 1, 2k)}
D2k = {(2k, 1), (2k − 1, 3), (2k, 3), (2k − 1, 5), (2k, 5), . . . ,

(2k − 1, 2k − 1), (2k, 2k − 1), (2k, 2k)}
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r = 1 r = 2 r = 3 r = 4 r ∈ {2i+ 1, 2i+ 2}, 2 6 i < k r = a
cr(0) k − 1 k k − 2 k − 1 k − i 0
cr(1) 3 1 5 3 2i+ 1 a
cr(2) k − 1 k k − 2 k − 1 k − i 0

Table 1. The values of cr(i) for a > 7 odd, i ∈ {0, 1, 2}

r ∈ {2i+ 1, 2i+ 2}, 0 6 i 6 k − 2 r ∈ {2k − 1, 2k} r = a
dr(0) i+ 1 k − 1 0
dr(1) a− 2i− 2 3 a
dr(2) i+ 1 k − 1 0

Table 2. The values of dr(i) for a > 7 odd, i ∈ {0, 1, 2}

and for a odd we set

D2k−1 = {(2k − 1, 1), (2k − 1, 3), (2k − 1, 4), (2k, 4), (2k − 1, 6), (2k, 6), . . . ,

(2k − 1, 2k), (2k, 2k), (2k − 1, 2k + 1)}
D2k = {(2k, 1), (2k − 1, 2), (2k, 2), (2k, 3), (2k − 1, 5), (2k, 5), (2k − 1, 7), (2k, 7), . . . ,

(2k − 1, 2k − 1), (2k, 2k − 1), (2k, 2k + 1)}
D2k+1 = {(2k + 1, 1), (2k + 1, 2), . . . , (2k + 1, 2k + 1)} = B2k+1 = Ba.

Suppose g ∈ Sym(X) stabilises B, C and D. We claim that g = 1, which is sufficient to
prove the proposition. To do this, we will show that g fixes each block in C and D. Since
Di ∩ Ca = {(i, a)} for all i, if the previous condition holds then g also fixes each block in
B and the result then follows from the fact that Bi ∩ Cj = {(i, j)}.

It will be convenient to adopt the following notation. For i ∈ {0, . . . , a} we define

cr(i) = |{s ∈ {1, . . . , a} : |Cr ∩Ds| = i}|
dr(i) = |{s ∈ {1, . . . , a} : |Cs ∩Dr| = i}|.

Since g is a bijection, observe that if g(Cr) = Ct then cr(i) = ct(i) for all i. Similarly,
if g(Dr) = Dt then dr(i) = dt(i) for all i. In addition, notice that cr(i) = dr(i) = 0 if
i 6∈ {0, 1, 2}. We now consider two cases, according to the parity of a.

Case 1. a > 7 is odd.

First we assume a > 7 is odd. For i ∈ {0, 1, 2}, the values of cr(i) and dr(i) are recorded
in Tables 1 and 2, respectively. Let us highlight three immediate observations:

(i) cr(1) = a if and only if r = a, so g(Ca) = Ca.

(ii) dr(1) = a if and only if r = a, so g(Da) = Da.

(iii) cr(1) = 1 if and only if r = 2, so g(C2) = C2.

Suppose i ∈ {0, . . . , k− 3}. Since dr(1) = a− 2i− 2 if and only if r ∈ {2i+ 1, 2i+ 2}, it
follows that g stabilises each of the sets {D2i+1, D2i+2}. In addition, since |D2i+1∩C2| = 2
and |D2i+2∩C2| = 0, the fact that g fixes C2 implies that g also fixes D2i+1 and D2i+2 for
all i ∈ {0, . . . , k− 3}. In particular, since g(D1) = D1 and D1 ∩Cr is empty if and only if
r = 1, it follows that g(C1) = C1.

Let us also observe that dr(1) = 3 if and only if r ∈ {2k − 3, 2k − 2, 2k − 1, 2k}, so
the set {D2k−3, D2k−2, D2k−1, D2k} is stabilised by g. Now |Dr ∩ C1| equals 0, 2, 1, 1 and
|Dr ∩C2| equals 2, 0, 0, 2 for r = 2k − 3, 2k − 2, 2k − 1, 2k, respectively. Since C1, C2 are
fixed and {D2k−3, D2k−2, D2k−1, D2k} is stabilised, we deduce that D2k−3, D2k−2, D2k−1

and D2k are fixed. We have now shown that Di is fixed for all i ∈ {1, . . . , a}.
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r = 1 r = 2 r ∈ {2i+ 1, 2i+ 2}, 1 6 i 6 k − 2 r = 2k − 1 r = 2k
cr(0) k − 1 k k − i 1 0
cr(1) 2 0 2i 2k − 2 2k
cr(2) k − 1 k k − i 1 0

Table 3. The values of cr(i) for a > 6 even, i ∈ {0, 1, 2}

r ∈ {2i+ 1, 2i+ 2}, 0 6 i 6 k − 2 r ∈ {2k − 1, 2k}
dr(0) i+ 1 k − 1
dr(1) a− 2i− 2 2
dr(2) i+ 1 k − 1

Table 4. The values of dr(i) for a > 6 even, i ∈ {0, 1, 2}

We know that C1, C2 and Ca are fixed. Since |D3 ∩Cr| = 0 only if r 6 3, it follows that
C3 is fixed. Similarly, |D3 ∩Cr| = 2 only if r 6 4, so C4 is fixed. In this way, if we assume
that C1, . . . , C2i are fixed for some i with 1 6 i < k, then we can deduce that C2i+1 and
C2i+2 are also fixed. Indeed, we have |D2i+1 ∩Cr| = 0 only if r 6 2i+ 1, so C2i+1 is fixed,
and similarly |D2i+1 ∩ Cr| = 2 only if r 6 2i+ 2, so C2i+2 is fixed.

We conclude that g fixes every block in C and D. As explained above, this forces g = 1
as required.

Case 2. a > 6 is even.

To complete the proof of the proposition, we may assume that a > 6 is even. For
i ∈ {0, 1, 2}, we present the values of cr(i) and dr(i) in Tables 3 and 4 and we record the
following sequence of deductions:

(i) cr(1) = a if and only if r = a, so g(Ca) = Ca.

(ii) cr(1) = a− 2 if and only if r = a− 1, so g(Ca−1) = Ca−1.

(iii) dr(1) = a− 2 if and only if r ∈ {1, 2}, so g stabilises {D1, D2}.
(iv) |Dr ∩Ca−1| = 0 if and only if r = a− 1 and g(Ca−1) = Ca−1, so g(Da−1) = Da−1.

(v) |Dr ∩ Ca−1| = 2 if and only if r = a and g(Ca−1) = Ca−1, so g(Da) = Da.

(vi) |Da−1 ∩ Cr| = 1 if and only if r ∈ {1, a}, so g(C1) = C1 since Da−1 and Ca are
fixed.

(vii) We have |D1∩C1| = 0, |D2∩C1| = 2 and g(C1) = C1. Since g stabilises {D1, D2},
it follows that g(Di) = Di for i = 1, 2.

(viii) |D1 ∩ Cr| = 2 if and only if r = 2, so g(C2) = C2 since g(D1) = D1.

Since dr(1) = a − 2i − 2 if and only if r ∈ {2i + 1, 2i + 2}, we deduce that g stabilises
each set {D2i+1, D2i+2} with i = 0, . . . , k − 3. As noted above, g fixes Da−1 and Da,
so {Da−3, Da−2} is also stabilised. Now |D2i+1 ∩ C1| = 0 and |D2i+2 ∩ C1| = 2 for all
i = 0, . . . , k− 2, so the fact that g(C1) = C1 implies that g fixes D2i+1 and D2i+2 for each
i in this range. We have now shown that g fixes every block in D.

As explained above, we know that C1, C2, Ca−1 and Ca are fixed by g. If we assume that
g fixes C1, . . . , C2i for some i 6 k−2, then we can prove that g also fixes C2i+1 and C2i+2.
Indeed, |D2i+1 ∩ Cr| = 0 only if r 6 2i + 1, so C2i+1 is fixed. Similarly, |D2i+1 ∩ Cr| = 2
only if r 6 2i+ 2 and we deduce that C2i+2 is fixed.

Therefore, by induction we see that g fixes every block in C and D, which implies that
g = 1, as explained above. �

By combining Propositions 2.4–2.7, the proof of Theorem 2 is complete.
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Remark 2.8. We can also determine the exact base size for the corresponding action of
the alternating group. Set G = An and H = (Sb o Sa) ∩ G, where n = ab, a > b > 2 and
(a, b) 6= (2, 2). Then as noted in [28, Remark 5.3], we have b(G,H) = 2 if and only if b > 3
and a > b + ε, where ε = 2 if b > 5, otherwise ε = 3. One checks that b(G,H) = 3 if
(a, b) = (3, 2) and so by combining the result in [28] with Theorem 2, we deduce that

b(G,H) =

{
2 if b > 3 and a > b+ ε
3 otherwise.

3. Almost simple groups

In this section we prove Theorem 1, so G is an almost simple group and we will divide
the proof into various parts, according to the structure of the socle G0. Since α(G) 6 β(G),
it suffices to show that in the vast majority of cases, G has a core-free maximal subgroup
H with b(G,H) 6 3. For the handful of exceptions with G ∼= S6 or G0

∼= U4(2), it
is straightforward to check that α(G) 6 3 unless G ∼= U4(2).2, which gives the desired
result. So our main aim throughout this section is to demonstrate the existence of a faithful
primitive action of G with base size 3 (excluding the exceptions highlighted above).

There is an extensive literature on base sizes for primitive actions of almost simple
groups. One of the main results in this area establishes a conjecture of Cameron from the
1990s and it is proved in the sequence of papers [12, 16, 17, 18]. This result states that if
G 6 Sym(Ω) is an almost simple primitive group with point stabiliser H, then either G is
standard, or b(G,H) 6 7 (with equality if and only if G is the Mathieu group M24 in its
natural action of degree 24). Roughly speaking, the standard groups arise when G0 = An
and Ω is a set of subsets or partitions of [1, n], or G0 is a classical group with natural
module V and Ω is a set of subspaces (or pairs of subspaces) of V . Stronger results have
since been determined in a number of special cases. For instance, if H is soluble then the
precise base size of G is computed in [8], which shows that the bound b(G,H) 6 5 is best
possible.

We will draw extensively on this earlier work and in several cases we will need to
strengthen existing bounds on the base sizes of certain almost simple primitive groups.

3.1. Probabilistic methods. Before we begin the proof of Theorem 1, we need to recall
an important approach for deriving bounds on b(G,H) in terms of fixed point ratio es-
timates. This probabilistic method was originally introduced by Liebeck and Shalev [36]
and it plays an essential role in the proof of the aforementioned conjecture of Cameron on
base sizes for almost simple groups.

Let G 6 Sym(Ω) be a finite transitive permutation group with point stabiliser H and
let x1, . . . , xk represent the conjugacy classes in G of elements of prime order. For x ∈ G,
let

fpr(x,Ω) =
|xG ∩H|
|xG|

be the fixed point ratio of x, which is simply the proportion of points in Ω fixed by x. For
a positive integer c we define

Q̂(G,H, c) =

k∑
i=1

|xGi |·fpr(xi, G/H)c. (2)

Then as explained in the proof of [36, Theorem 1.3], the expression Q̂(G,H, c) is an
upper bound on the probability that a randomly chosen c-tuple of points in Ω does not
form a base for G. This yields the following result, which provides a useful method for
bounding the base size b(G,H).

Lemma 3.1. If Q̂(G,H, c) < 1 then b(G,H) 6 c.
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In order to estimate Q̂(G,H, c), we will frequently apply [12, Lemma 2.1], which records
the following basic observation.

Lemma 3.2. Suppose x1, . . . , xm represent distinct G-classes such that
∑

i |xGi ∩H| 6 A
and |xGi | > B for all i. Then

m∑
i=1

|xGi | ·
(
|xGi ∩H|
|xGi |

)c
6 B(A/B)c

for every positive integer c.

3.2. Alternating and sporadic groups. We begin the proof of Theorem 1 by handling
the almost simple groups with socle an alternating or sporadic group.

Proposition 3.3. If G is an almost simple group with socle G0 = An, then β(G) 6 4,
with equality if and only if G = S6.

Proof. The groups with n 6 14 can be checked using Magma, so we may assume G = Sn
or An with n > 15. If G = An, then the result follows from [13, Theorem 1], so we can
assume G = Sn. If n = 2m is even, then Theorem 2 gives b(G,H) = 3 for H = S2 o Sm.

To complete the proof, we may assume G = Sn and n > 15 is odd. Let p > 3 be the
smallest prime divisor of n. If n = pk for some k > 1 then [16, Theorem 1.1] gives b(G,H) =
2 for H = AGLk(p), otherwise Theorem 2 gives b(G,H) 6 3 for H = Sp o Sn/p. �

Proposition 3.4. If G is an almost simple sporadic group with socle G0, then β(G) 6 3,
with equality if and only if G0 = M22.

Proof. This is an immediate corollary of the main theorem of [18]. �

It is easy to show that α(S6) = 3, so by combining the two propositions above we obtain
the following corollary.

Corollary 3.5. If G is an almost simple group with socle an alternating or sporadic group,
then α(G) 6 3.

3.3. Exceptional groups. In this section we prove Theorem 1 in the case where G0 is a
simple exceptional group of Lie type. We will need the following lemma.

Lemma 3.6. Let G be an almost simple group with socle G0 = G2(q), where q = qk0 for
some prime k, and let H be a subfield subgroup of type G2(q0). Then b(G,H) 6 3.

Proof. If k is odd, then b(G,H) = 2 by [19, Lemma 6.2], so for the remainder we may
assume k = 2. The case q = 4 can be checked using Magma, so we will assume q > 9.

By Lemma 3.1, it suffices to show that Q̂(G,H, 3) < 1 (see (2)). As in the proof of [19,

Lemma 6.2], we proceed by estimating the contribution to Q̂(G,H, 3) from the various
elements of prime order in G. Set H0 = H ∩G0 = G2(q0) and write q = pf with p a prime.
We refer the reader to [21, 24] for detailed information on the conjugacy classes in G.

Let x ∈ G0 be an element of prime order r and first assume r = 2. If p 6= 2 then G0

and H0 both have a unique conjugacy class of involutions and we obtain

|xG ∩H| = q2(q2 + q + 1) = u1, |xG| = q4(q4 + q2 + 1) = v1.

Similarly, if p = 2 and x is a long root element, then |xG ∩ H| = q3 − 1 = u2 and
|xG| = q6− 1 = v2, whereas |xG ∩H| = q(q3− 1) = u3 and |xG| = q2(q6− 1) = v3 if x is a
short root element.

Next assume r = p > 3. As above, the contribution to Q̂(G,H, 3) from long root
elements is v2(u2/v2)3. Similarly, short root elements contribute v2(u2/v2)3 if p = 3
and v3(u3/v3)3 if p > 5. Since v3(u3/v3)3 < v2(u2/v2)3, it follows that the combined
contribution from long and short root elements is less than 2v2(u2/v2)3 for all p. If p = 3

and x is in the class labelled (Ã1)3 in [35, Table 22.2.6] then |xG ∩H| < u3 and |xG| > v3.
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For all other unipotent elements, we have |xG| > 1
7q

10 = v4 and we note that H0 contains

precisely u4 = q6 unipotent elements in total, so Lemma 3.2 implies that the remaining
unipotent contribution is less than v4(u4/v4)3.

Now assume x ∈ G0 is semisimple and r > 3. Let Ḡ = G2(K) be the ambient simple
algebraic group, where K is the algebraic closure of Fq. Then working with the standard
Lie notation, we have CḠ(x) = A2, A1T1 or T2, where Ti is an i-dimensional torus. If

CḠ(x) = A2 then r = 3, |xG| > q3(q3−1) = v5 and H contains at most u5 = q3/2(q3/2 +1)
such elements. Similarly, if CḠ(x) = A1T1, then

|xG| > |G2(q)|
|GU2(q)|

= q5(q − 1)(q4 + q2 + 1) = v6

and we calculate that there are fewer than

2q0 ·
|G2(q0)|
|GL2(q0)|

= 2q3(q1/2 + 1)(q2 + q + 1) = u6

such elements in H. Finally, if x is a regular semisimple element, then

|xG| > |G2(q)|
(q + 1)2

= q6(q − 1)(q3 − 1)(q2 − q + 1) = v7

and we note that |H0| = q3(q − 1)(q3 − 1) = u7.
To complete the analysis for k = 2, we may assume x ∈ G is a field automorphism

of order r (note that G does not contain any graph automorphisms of prime order since
q = q2

0). If r = 2 then we may assume x centralises H0, so

|xG| = |G0 : H0| = q3(q3 + 1)(q + 1) = v8

and using [32, Proposition 1.3] we deduce that

|xG ∩H| = 1 + i2(H0) 6 2(q1/2 + 1)q7/2 = u8,

where i2(H0) denotes the number of involutions in H0. Now assume r > 3, so q0 = qr1
and x acts as a field automorphism on H0 (in particular, note that the condition r > 3

implies that q > 26). If r = 3 then |xG| > 1
2q

28/3 = v9 and there are 2|G2(q0) : G2(q
1/3
0 )| <

4q14/3 = u9 such elements in H. Similarly, if r = 5 then |xG| > 1
2q

56/5 = v10 and

H contains 4|G2(q0) : G2(q
1/5
0 )| < 8q28/5 = u10 such elements. Finally, if r > 7 then

|xG| > 1
2q

12 = v11 and we note that |H| < 2 log2 q.q
7 = u11.

By bringing the above bounds together, using Lemma 3.2, we conclude that

Q̂(G,H, 3) < v2(u2/v2)3 +
8∑
i=1

vi(ui/vi)
3 + γ

11∑
i=9

vi(ui/vi)
3,

where γ = 1 if q > 26, otherwise γ = 0. One checks that this upper bound is less than 1
for q > 9, whence b(G,H) 6 3 by Lemma 3.1. �

Proposition 3.7. If G is an almost simple group with socle G0, an exceptional group of
Lie type, then β(G) 6 3.

Proof. If G has a maximal subgroup of the form H = NG(T ), where T is a maximal torus,
then b(G,H) = 2 by [19, Proposition 4.2]. Therefore, by inspecting [34, Table 5.2], we
may assume that G0 is one of the following:

2G2(3)′, G2(q), F4(q), 2E6(2).

The case G0 = 2G2(3)′ can be checked using Magma: we get β(G0) = 2 and β(G0.3) = 3.
Next assume G0 = F4(q). Here G has a maximal subgroup of type L3(q)2 and once again
[19, Proposition 4.2] gives b(G,H) = 2. The same conclusion holds if G0 = 2E6(2) and H
is of type L3(2)3.
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Finally, let us assume G0 = G2(q) and write q = pf with p a prime. The cases with
q 6 5 can be checked directly with the aid of Magma, so we may assume q > 7. If
G contains graph automorphisms, then p = 3 and [34, Table 5.2] indicates that G has
a maximal subgroup H of the form NG(T ), where T is a maximal torus. Once again,
b(G,H) = 2 by [19, Proposition 4.2]. Next assume f = 1, so q = p is a prime and
H = U3(3):2 is a maximal subgroup of G (see [7, Table 8.41], for example). Here the proof
of [19, Proposition 7.4] gives b(G,H) = 2. Finally, if q = qk0 and k is a prime, then Lemma
3.6 states that b(G,H) 6 3 with H a subfield subgroup of type G2(q0). The result now
follows since H is always maximal (see [7]). �

3.4. Classical groups. To complete the proof of Theorem 1, we may assume G0 is a
finite simple classical group over Fq, where q = pf with p a prime. Due to the existence
of exceptional isomorphisms among some of the low-dimensional classical groups (see [31,
Proposition 2.9.1]), we may assume G0 is one of the following (here we adopt the notation
for classical groups given in [31]):

Ln(q), n > 2; Un(q), n > 3; PSpn(q), n > 4;

Ωn(q), nq odd, n > 7; PΩ±n (q), n > 8 even.

We will write V to denote the natural module for G0.
The main result of this section is the following (note that there exist isomorphisms

U4(2) ∼= PSp4(3) and Sp4(2) ∼= S6).

Proposition 3.8. Let G be an almost simple classical group with socle G0.

(i) We have α(G) 6 4, with equality if and only if G ∼= U4(2).2.

(ii) We have β(G) 6 4, with equality if and only if G ∼= Sp4(2) or G0
∼= U4(2).

Let G be a finite almost simple classical group with socle G0 and let H be a core-free
maximal subgroup of G (that is, H is maximal and G = HG0). The main theorem on
the subgroup structure of finite classical groups is due to Aschbacher. In [2], Aschbacher
proves that either H is contained in one of eight geometric subgroup collections, labelled
C1, . . . , C8, or H is almost simple and the natural module V is an absolutely irreducible
module for a suitable covering group of the socle of H. The subgroups comprising each
collection Ci are defined in terms of the geometry of V ; they include the stabilisers of
appropriate subspaces and direct sum decompositions of V , for example. If dimV 6 12
then the complete list of maximal subgroups of G (up to conjugacy) is determined in [7],
while a similar result for the subgroups in the Ci collections is given in [31] for dimV > 12.
We will repeatedly refer to both sources throughout this section. Following [31], it will
also be convenient to refer to the type of a geometric subgroup of G, which provides an
approximate description of the subgroup and the geometric structure it stabilises (see [31,
p.58]).

As usual, we will view G as a primitive permutation group on the set of cosets of H.
If H is soluble, then the base size b(G,H) is determined in [8]. We will also repeatedly
apply the following result from [15] concerning the field extension subgroups comprising
the collection C3.

Proposition 3.9. Let G be an almost simple classical group with socle G0 and assume
dimV > 6, where V is the natural module for G0. If H ∈ C3 is a maximal field extension
subgroup of G, then b(G,H) 6 3.

Proof. This is a simplified version of [15, Proposition 4.1]. �

The next result will also be useful.

Proposition 3.10. Let G be an almost simple classical group with socle G0 and assume
dimV > 6, where V is the natural module for G0. Suppose H is a maximal subgroup of
G such that

fpr(x,G/H) < |xG|−
4
9
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for all x ∈ G of prime order. Then b(G,H) 6 3.

Proof. We can repeat the proof of [13, Proposition 6.3], which combines Lemma 3.1 with
[12, Proposition 2.2]. �

We are now ready to begin the proof of Theorem 1 for classical groups. We divide the
analysis into several cases, according to the socle G0.

3.4.1. Linear groups. In this section we assume G0 = Ln(q) is a linear group, so n > 2
and (n, q) 6= (2, 2), (2, 3).

Proposition 3.11. If G is an almost simple group with socle G0 = Ln(q), then α(G) 6 3.
In addition, β(G) 6 4, with equality if and only if G = L2(9).2 ∼= S6.

Proof. Since L2(9) ∼= A6, we may assume that (n, q) 6= (2, 9) and our goal is to verify the
bound β(G) 6 3. If n > 6 then by inspecting [7, 31] we observe that G always contains
a maximal subgroup H in the collection C3, so Proposition 3.9 gives b(G,H) 6 3 and the
result follows.

If G0 = L5(q) then G has a maximal subgroup H of type GL1(q5), which is soluble.
Here [8, Theorem 2] gives b(G,H) = 2. Next assume G0 = L4(q). If q > 7 then G has
a maximal C2-subgroup of type GL1(q) o S4 and once again b(G,H) = 2 by [8, Theorem
2]. The cases with n = 4 and q 6 5 can be checked directly using Magma [6]. Similar
reasoning applies when G0 = L3(q): if q 6= 4 then G has a maximal subgroup of type
GL1(q3), while there is one of type GU3(2) when q = 4. In both cases, H is soluble and
[8, Theorem 2] gives b(G,H) 6 3.

Finally, let us assume G0 = L2(q). Here G has a maximal subgroup H of type GL1(q)oS2

if q is even and one of type GL1(q2) if q > 11 is odd. Since H is soluble in both cases, [8,
Theorem 2] implies that b(G,H) 6 3. The remaining cases with q ∈ {5, 7} can be handled
using Magma. �

3.4.2. Unitary groups. Next we assume G0 = Un(q), so n > 3 and (n, q) 6= (3, 2). We will
need the following technical result, which is an extension of [13, Lemma 6.6].

Lemma 3.12. Let G be an almost simple group with socle G0 = Un(q), where n = 2m

and m > 3. Let H be a C2-subgroup of G of type GU1(q) o Sn. Then

fpr(x,G/H) < |xG|−
4
9

for all x ∈ G of prime order.

Proof. Let x ∈ G be an element of prime order r. The precise structure of H is given in
[31, Proposition 4.2.9] and explicit bounds on fpr(x,G/H) are determined in the proofs
of [11, Propositions 2.5–2.7]. In particular, these bounds are used to establish the main
theorem of [9] in this case, which states that

fpr(x,G/H) < |xG|−
1
2

+ 1
n .

In view of this bound, we may assume that n ∈ {8, 16}.
If G = G0 then the desired result is [13, Lemma 6.6], so we may assume G 6= G0. A

very similar argument handles all prime order elements x ∈ PGUn(q), using essentially
the same bounds on |xG ∩ H| and |xG| given in the proof of [13, Lemma 6.6]. We omit
the details.

Finally, let us assume x ∈ G\PGUn(q), so x is either an involutory graph automorphism
or a field automorphism of odd prime order. In the latter case we have q = qr0 with r > 3
and the proof of [11, Proposition 2.7] gives

|xG ∩H| 6 (q + 1)n−1n!, |xG| > 1

2

(
q

q + 1

)
q(n2−1)(1−r−1)−1.
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It is straightforward to check that these bounds are sufficient. Now assume x is an invo-
lutory graph automorphism. The case G0 = U8(2) can be handled using Magma, so we
may assume (n, q) 6= (8, 2). If CG0(x)′ = PSpn(q), then by appealing to the proof of [11,
Proposition 2.7] we get

|xG ∩H| 6 (q + 1)
n
2
−1 · n!

(n/2)!2n/2
, |xG| > 1

2

(
q

q + 1

)
q

1
2

(n2−n−4).

Similarly, if CG0(x)′ 6= PSpn(q) then

|xG ∩H| 6 (q + 1)n−1 · (i2(Sn) + 1), |xG| > 1

2

(
q

q + 1

)
q

1
2

(n2+n−4),

where i2(Sn) denotes the number of involutions in Sn. Since i2(S8) = 763 and i2(S16) =
46206735, it is easy to verify the desired bound in both cases. �

Proposition 3.13. Let G be an almost simple group with socle G0 = Un(q) and n > 3.
Then β(G) 6 4, with equality if and only if G0 = U4(2).

Proof. First assume n > 6 is divisible by an odd prime k. The case (n, q) = (6, 2) can be
handled using Magma; in the remaining cases, by inspecting [7, 31] we see that G has a
maximal subgroup of type GUn/k(q

k), which is contained in the C3 collection. Therefore,
Proposition 3.9 implies that b(G,H) 6 3.

Next assume n = 5. If q > 3 then G has a soluble maximal subgroup of type GU1(q5)
and [8, Theorem 2] gives b(G,H) = 2. For q = 2, a Magma computation shows that
β(G) = 2. The case n = 4 is similar. For q > 4 we take a C2-subgroup H of type
GU1(q) o S4 and apply [8, Theorem 2], whereas for q = 2, 3 we use Magma. Similarly, if
n = 3 and q 6= 5 then [8, Theorem 2] gives b(G,H) 6 3 for H of type GU1(q) o S3, while a
Magma calculation shows that β(G) 6 3 when q = 5.

Finally, let us assume n = 2m and m > 3. Let H be a C2-subgroup of type GU1(q) oSn,
which is always maximal in G (see [7, 31]). By combining Proposition 3.10 with Lemma
3.12, we deduce that b(G,H) 6 3 and the result follows. �

Corollary 3.14. Let G be an almost simple group with socle G0 = Un(q). Then α(G) 6 4,
with equality if and only if G = U4(2).2.

Proof. By the previous proposition, we may assume G0 = U4(2). Then with the aid of
Magma, it is easy to check that G has maximal subgroups H,K,L with H ∩K ∩ L = 1
if and only if G = G0. �

3.4.3. Symplectic groups. In this section we turn to the case G0 = PSpn(q)′, where n > 4.
The case n = 4 requires special attention and we will need the following lemmas. Note
that Sp4(2)′ ∼= A6 and PSp4(3) ∼= U4(2), so we may assume q > 4 if n = 4.

Lemma 3.15. Let G be an almost simple group with socle Sp4(q)′, where q is even. Then
β(G) 6 4, with equality if and only if G = Sp4(2) ∼= S6.

Proof. As noted above, we may assume q > 4. If G contains graph automorphisms, then
[7, Table 8.14] indicates that G has a maximal subgroup H with H ∩ G0 = (q + 1)2:D8.
Here H is soluble and [8, Theorem 2] gives b(G,H) = 2. For the remainder we may assume
G 6 ΓSp4(q), where ΓSp4(q) denotes the subgroup of Aut(G0) generated by the inner and
field automorphisms.

Write q = qk0 , where k is a prime, and let H be a maximal subfield subgroup of type
Sp4(q0). We claim that b(G,H) 6 3. The cases with q 6 25 can be checked using Magma,

so we may assume q > 26. In view of Lemma 3.1, it suffices to show that Q̂(G,H, 3) < 1.
Let x ∈ G be an element of prime order r. First assume x is a unipotent involution, so

x is G-conjugate to b1, a2 or c2 in the notation of Aschbacher and Seitz [3]. If x is of type
b1 or a2, then |xG ∩H| = q4

0 − 1 6 q2 − 1 = u1 and |xG| = q4 − 1 = v1. Similarly, if x is a
c2-involution then |xG ∩H| 6 (q − 1)(q2 − 1) = u2 and |xG| = (q2 − 1)(q4 − 1) = v2.
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Next assume r is odd and x is semisimple. We may assume that x ∈ H0 (otherwise

the contribution to Q̂(G,H, 3) from the elements in xG is zero). In particular, r divides
q4

0 − 1. If x is regular, then

|xG| > |Sp4(q)|
(q + 1)2

= q4(q − 1)2(q2 + 1) = v3

and we note that |H0| 6 q2(q − 1)(q2 − 1) = u3. Now assume x is non-regular, which
implies that r divides q2

0 − 1. In particular, there are fewer than 2 log2 q0 choices for r.
Now

|xG| > |Sp4(q)|
|GU2(q)|

= q3(q2 + 1)(q − 1) = v4

and we calculate that there are fewer than

2 log2 q0 ·
1

2
q0 · 2

(
|Sp4(q0)|
|GL2(q0)|

)
= 2 log2 q0.q

4
0(q2

0 + 1)(q0 + 1)

6 log2 q.q
2(q + 1)(q1/2 + 1) = u4

such elements in H.
Finally, suppose x ∈ G is a field automorphism of order r, so q = qr1. First assume

k > 3. If r = 2 then x acts as a field automorphism on H0, so

|xG ∩H| = |Sp4(q0)|
|Sp4(q

1/2
0 )|

= q2
0(q0 + 1)(q2

0 + 1) 6 q2/3(q1/3 + 1)(q2/3 + 1)

and |xG| = q2(q + 1)(q2 + 1) = v5. On the other hand, if r > 3 then |xG| > 1
2q

20/3 = v6

and we note that |H| 6 log2 q.|Sp4(q0)| < log2 q.q
10/3.

Now assume k = 2. If r = 2 then we may assume x centralises H0, so

|xG ∩H| = i2(Sp4(q0)) + 1 = q(q2 + q − 1) = u5

and |xG| = v5 as above. For r > 3 we have |xG| > v6 and we note that H contains at most∑
r∈π

(r − 1) · |Sp4(q0)|
|Sp4(q

1/r
0 )|

< 2 log2 q.q
10/3 = u6

field automorphisms of odd prime order, where π is the set of odd prime divisors of log2 q.
In view of the above estimates and by applying Lemma 3.2, we conclude that

Q̂(G,H, 3) < v1(u1/v1)3 +
6∑
i=1

vi(ui/vi)
3

if q > 26. It is routine to check that this upper bound is less than 1. �

Lemma 3.16. Let G be an almost simple group with socle G0 = PSp4(q), where q is odd.
Then β(G) 6 4, with equality if and only if q = 3.

Proof. As noted above, we have PSp4(3) ∼= U4(2), so we may assume that q > 5. Write
q = pf with p a prime. Let H be a C2-subgroup of type GL2(q).2, so H is the stabiliser of
a decomposition V = U ⊕W , where U and W are maximal totally isotropic subspaces of
the natural module V . As recorded in [7, Table 8.12], the condition q > 5 implies that H
is a maximal subgroup of G. We claim that b(G,H) 6 3.

We proceed as in the proof of [13, Lemma 6.9], with the aim of constructing an explicit
base of size 3. To do this, let us first identify G/H with the set Ω of pairs {U,W}, where
U and W are totally isotropic 2-spaces with V = U ⊕W . Fix a standard symplectic basis
B = {e1, e2, f1, f2} for V and consider α = {U,W} and β = {U ′,W ′} in Ω, where

U = 〈e1, e2〉, W = 〈f1, f2〉, U ′ = 〈e1, e2 + f2〉, W ′ = 〈e1 + f2, e2 + f1〉.
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Set L = GSp4(q) and observe that

Lα =

{(
A 0
0 λA−T

)
,

(
0 λA−T

A 0

)
: A ∈ GL2(q), λ ∈ F×q

}
.

An easy calculation shows that

Lα ∩ Lβ = Z(L) = {λI4 : λ ∈ F×q },
so b(G,H) = 2 when G 6 PGSp4(q).

To complete the argument, we may assume G contains field automorphisms. Write
Aut(G0) = PGSp4(q).〈φ〉, where φ is a field automorphism of order f , which is defined
with respect to the above standard basis B. That is, the action of φ on V is given by

(a1e1 + a2e2 + a3f1 + a4f2)φ = ap1e1 + ap2e2 + ap3f1 + ap4f2.

Note that the pointwise stabiliser of α and β in L〈φ〉 is precisely Z(L)〈φ〉. Fix a generator
µ for F×q and set γ = {U ′′,W ′′} ∈ Ω, where U ′′ = 〈e1, µe2 + f2〉 and W ′′ = W ′. Since γ is

not fixed by φi for any i in the range 1 6 i < f , we conclude that {α, β, γ} is a base for
G and the result follows. �

Proposition 3.17. Let G be an almost simple group with socle G0 = PSpn(q) and n > 4.
Then β(G) 6 4, with equality if and only if G = Sp4(2) ∼= S6 or G0 = PSp4(3) ∼= U4(2).

Proof. First assume n > 6. If n is divisible by an odd prime k, then let H be a subgroup
of type Spn/k(q

k), which is contained in the collection C3. Similarly, if n = 2m then we can

take H ∈ C3 of type Spn/2(q2). In both cases, b(G,H) 6 3 by Proposition 3.9. Finally,
the result for n = 4 follows from Lemmas 3.15 and 3.16. �

In view of Proposition 3.17 and Corollary 3.14, we obtain the following result.

Corollary 3.18. Let G be an almost simple group with socle G0 = PSpn(q) and n > 4.
Then α(G) 6 4, with equality if and only if G = PGSp4(3) ∼= U4(2).2.

3.4.4. Odd dimensional orthogonal groups. In this section we prove Theorem 1 for the
groups with socle G0 = Ωn(q), where nq is odd and n > 7.

Proposition 3.19. Let G be an almost simple group with socle G0 = Ωn(q), where nq is
odd and n > 7. Then β(G) 6 3.

Proof. Let V be the natural module for G0 and let ( , ) be the corresponding nondegenerate
symmetric bilinear form on V . First assume n = 4m+ 1 and fix a standard basis

B = {e1, . . . , em, f1 . . . , fm, e
∗
1, . . . , e

∗
m, f

∗
1 , . . . , f

∗
m, x}

for V , where (x, x) = 1, (ei, fi) = 1 and (e∗i , f
∗
i ) = 1. We claim that b(G,H) 6 3, where H

is the stabiliser in G of a 2m-dimensional nondegenerate subspace of plus-type (recall that
a nondegenerate 2m-space is of plus-type if it contains an m-dimensional totally singular
subspace). We may identify G/H with the set Ω of subspaces of V of this form.

Following the proof of [13, Theorem 6.11], set

U = 〈e1, . . . , em, f1, . . . , fm〉
W = 〈e1 + x, f1 + e∗1, e2 + f∗1 , f2 + e∗2, e3 + f∗2 , . . . , em + f∗m−1, fm + e∗m〉

and note that U,W ∈ Ω. The proof of [13, Theorem 6.11] shows that if g ∈ SOn(q) fixes
U and W , then g = 1 and thus {U,W} is a base for Ωn(q) and SOn(q). Therefore, to
complete the proof of the proposition for n = 4m + 1, we may assume G contains field
automorphisms.

Write q = pf with f > 2 and let φ ∈ Aut(G0) be a standard field automorphism of
order f , which is defined with respect to the above basis B. In other words, if we take an
arbitrary vector v = a1e1 + · · ·+ an−1f

∗
m + anx ∈ V , then

vφ = ap1e1 + · · ·+ apn−1f
∗
m + apnx ∈ V.
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Fix a generator µ for F×q and set

W ′ = 〈µe1 + x, f1 + e∗1, e2 + f∗1 , f2 + e∗2, e3 + f∗2 , . . . , em + f∗m−1, fm + e∗m〉.
Then W ′ ∈ Ω and it is plain to see that W ′ is not fixed by φi for any 1 6 i < f . It follows
that {U,W,W ′} is a base for Aut(G0) and thus b(G,H) 6 3 as claimed.

A very similar argument applies when n = 4m + 3. Here we take Ω to be the set
of (2m + 1)-dimensional nondegenerate subspaces X of V with the property that the
orthogonal complement of X in V is a plus-type space. Fix a standard basis

{e1, . . . , em, f1 . . . , fm, e
∗
1, . . . , e

∗
m, f

∗
1 , . . . , f

∗
m, e, f, x}

for V , where (x, x) = 1, (e, f) = 1, (ei, fi) = 1, and (e∗i , f
∗
i ) = 1, and define U,W ∈ Ω as

in the proof of [13, Theorem 6.11]. Then {U,W} is a base for SOn(q), and if we take

W ′ = 〈µe∗1 + x, e1 + f∗1 , f1 + e∗2, . . . , em + f∗m, fm + e〉
where F×q = 〈µ〉 as above, then {U,W,W ′} is a base for Aut(G0). �

3.4.5. Even dimensional orthogonal groups. Here we complete the proof of Theorem 1 by
handling the groups with socle G0 = PΩε

n(q) with n > 8 even. We begin by considering
some special cases with ε = +.

Lemma 3.20. Let G be an almost simple group with socle G0 = PΩ+
n (q), where n = 2m

and m > 3. Then β(G) 6 3.

Proof. First assume m = 3. If q 6= 3 then [7, Table 8.50], which is reproduced from [30],
indicates that G has a maximal C2-subgroup of type O−2 (q) oS4. In particular, H is soluble
and [8, Theorem 2] gives b(G,H) 6 3. Similarly, if q = 3 then we can take a maximal
subgroup H of type O+

4 (3) o S2; once again, H is soluble and we apply [8, Theorem 2].
Now assume m > 4. By [31], G has a maximal subgroup of type O+

n/2(q) o S2. If x ∈ G
has prime order, then by applying the main theorem of [9] we get

fpr(x,G/H) < |xG|−
1
2

+ 1
n , (3)

which is less than |xG|−4/9 if m > 5. Therefore, Proposition 3.10 implies that b(G,H) 6 3
if m > 5.

Finally, suppose m = 4 and let x1, . . . , xk be representatives of the conjugacy classes in
G of elements of prime order. Following [12], set

ηG(t) =

k∑
i=1

|xGi |−t (4)

with t ∈ R. As recorded in [12, Remark 2.3], we have ηG(4/15) < 1 and by applying the
bound in (3) we deduce that

Q̂(G,H, 3) =

k∑
i=1

|xGi |·fpr(xi, G/H)3 < ηG(−1 + 3/2− 3/16) = ηG(5/16) < ηG(4/15) < 1.

This implies that b(G,H) 6 3 and the proof of the lemma is complete. �

Lemma 3.21. Let G be an almost simple group with socle G0 = PΩ+
10(q) and let H be a

C2-subgroup of type O+
2 (q) o S5. If q > 8, then b(G,H) 6 3.

Proof. Write q = pf with p a prime and let H be the stabiliser in G of an orthogonal
decomposition

V = V1 ⊥ V2 ⊥ V3 ⊥ V4 ⊥ V5 (5)

of the natural module V , where each Vi is a nondegenerate 2-space of plus-type. We will
assume q > 8, in which case H is a maximal subgroup of G by [7, Table 8.66]. In view

of Lemma 3.1, it suffices to show that Q̂(G,H, 3) < 1. Let x ∈ G be an element of prime
order r.
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First observe that |H| 6 log2 q.2
5(q − 1)55! = u1, so Lemma 3.2 implies that the

contribution to Q̂(G,H, 3) from the elements with |xG| > q14 = v1 is less than v1(u1/v1)3.
For the remainder, we may assume |xG| 6 q14. If x is a field or graph-field automor-

phism, then [10, Lemma 3.48] gives |xG| > 1
4q

45/2. Therefore the condition on |xG| implies

that x ∈ PGO+
10(q). Without loss of generality, we may assume that x ∈ H, so x stabilises

the decomposition in (5).
Suppose r = p. If p > 3 then x acts as a 3-cycle or a 5-cycle on the set of summands

in (5), so p ∈ {3, 5} and x has Jordan form [J2
3 , J

4
1 ] or [J2

5 ] on V in the respective cases
(here Ji denotes a standard unipotent Jordan block of size i). In both cases, the order of
CG(x) can be read off from [10, Lemma 3.18] and it is easy to see that |xG| > q14.

Now assume r = p = 2. We adopt the standard notation for unipotent involutions from
[3]. If x is of type b1, then |xG| > 1

2q
9 (see [10, Proposition 3.22]) and we see that the

elements in xG ∩ H correspond to involutions in O+
2 (q)5 of the form (y, 1, 1, 1, 1), up to

permutations. Therefore, |xG ∩ H| 6 5(q − 1). For all other unipotent involutions, one
checks that |xG| > q14. Indeed, if x is an a2-type involution, then

|xG| = |O+
10(q)|

q13|O+
6 (q)||Sp2(q)|

= (q5 − 1)(q4 + 1)(q3 + 1)(q2 + 1) > q14

(see [14, Table 3.5.1]) and the bounds on |xG| presented in the proof of [10, Proposition
3.22] are sufficient in the remaining cases.

Finally, let us assume r 6= p, so x is semisimple. If r = 2 then the condition on |xG|
implies that x acts as a reflection on V , with eigenvalues [−I1, I9]. Here |xG| > 1

4q
9 = v2

and we note that |xG ∩H| 6 5(q − 1) = u2. On the other hand, if r > 3 then

|xG| > |O+
10(q)|

|O−8 (q)|GU1(q)|
>

1

2
q16

and so none of these elements satisfy the bound |xG| 6 q14.
By bringing the above estimates together, we conclude that

Q̂(G,H, 3) < v1(u1/v1)3 + v2(u2/v2)3 < 1

and the result follows. �

Lemma 3.22. Let G be an almost simple group with socle G0 = PΩ+
10(q). Then β(G) 6 3.

Proof. If q ≡ 3 (mod 4), then [7, Table 8.66] indicates that G has a maximal subgroup of
type O5(q2). Since H is contained in the collection C3, we deduce that b(G,H) 6 3 by
Proposition 3.9. Similarly, if q > 8 then G has a maximal C2-subgroup H of type O+

2 (q)oS5

and Lemma 3.21 gives b(G,H) 6 3. Therefore, to complete the proof of the lemma, we
may assume that q ∈ {2, 4, 5}.

Suppose q = 2. If G = Ω+
10(2) then we may apply [13, Theorem 6.13], so we can assume

G = O+
10(2). Here G has a maximal C2-subgroup of type GL5(2) and with the aid of

Magma it is easy to check that b(G,H) 6 3.
Next assume q = 4. Using Magma, we can construct A = Aut(G0) as a permutation

group of degree 487637 and we can find an involution y ∈ A such that B = CA(y) =
O+

10(2)×2 is a maximal subfield subgroup of A. Then by random search, we find elements
x1, x2 ∈ G0 such that B ∩ Bx1 ∩ Bx2 = 1. This implies that b(A,B) 6 3 and it follows
that b(G,H) 6 3 for H ∈ C5 of type O+

10(2).
Finally, let us assume q = 5. By inspecting [7, Table 8.66], we observe that G has

a maximal C2-subgroup H of type O+
2 (5) o S5 or O1(5) o S10 (more precisely, the lat-

ter subgroups are maximal if G 6 PO+
10(5) and the former when G 66 PO+

10(5)). Us-
ing the ClassicalMaximals function in Magma, we can construct H as a subgroup of
PGO+

10(5) = Aut(G0) and in both cases we find an element x ∈ G0 such that H ∩Hx = 1.
This implies that b(G,H) = 2 and the result follows. �
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Lemma 3.23. Let G be an almost simple group with socle G0 = PΩ+
n (q), where n = 2k

and k > 7 is a prime. Then β(G) 6 3.

Proof. Suppose G has a maximal subgroup H that is not contained in the collection C1

(in other words, H is a non-subspace subgroup). In addition, let us assume for now that
H is not a C2-subgroup of type GLn/2(q). For t ∈ R, define ηG(t) as in (4) and recall that
ηG(4/15) < 1 (see [12, Remark 2.3]). Then the main theorem of [9] implies that (3) holds
for all x ∈ G of prime order, which in turn implies that

Q̂(G,H, 3) < ηG(−1 + 3/2− 3/14) = ηG(2/7) < ηG(4/15) < 1

since n > 14. Therefore b(G,H) 6 3.
If q > 7, then by inspecting [31] we see that G has a maximal C2-subgroup of type

O+
2 (q) o Sn/2. Similarly, if q = 4 then we can take a subfield subgroup of type O+

n (2),

while for q = 3 we can work with a C3-subgroup of type On/2(q2). Therefore, it remains
to consider the cases q ∈ {2, 5}.

Suppose q = 5. By carefully inspecting the relevant tables in [31, Chapter 3], we deduce
that G has a maximal C2-subgroup H of type O1(5) o Sn if G 6 PO+

n (5), and one of type
O+

2 (q) o Sn/2 in the remaining cases. Therefore b(G,H) 6 3 and the result follows.
Finally, let us assume q = 2. In view of [13, Theorem 6.13], we may assume that

G = O+
n (2). Let H = GLn/2(2).2 be a maximal C2-subgroup of G. Here the main theorem

of [9] gives

fpr(x,G/H) < |xG|−
1
2

+ 1
n

+ 1
n−2 (6)

for all x ∈ G of prime order. As a consequence, if k > 17 then

Q̂(G,H, 3) < ηG(−1 + 3/2− 3/34− 3/32) = ηG(173/544) < ηG(4/15) < 1

and thus b(G,H) 6 3. Therefore, we may assume that k ∈ {7, 11, 13}.
Let V be the natural module for G, let U be a nondegenerate (k − 1)-space of plus-

type and let H = O+
k−1(2) × O+

k+1(2) be the stabiliser of U in G. Then H is a maximal
subgroup of G. For k ∈ {7, 11}, we can use Magma to construct H as a subgroup of G
(as matrix groups) and we can then use random search to find elements x1, x2 ∈ G such
that H ∩Hx1 ∩Hx2 = 1. This implies that b(G,H) 6 3.

Finally, suppose G = O+
26(2). Here we can consider the same approach and construct a

maximal subgroup H = O+
12(2) × O+

14(2). However, we have been unable to compute the
size of an intersection H ∩Hx1 ∩Hx2 , so we use a different method to handle this case.
Define the zeta function ηG(t) as above. Given the detailed information on conjugacy
classes and centralisers in [14, Section 3.5], it is possible to calculate the size of each
conjugacy class in G containing elements of prime order and this allows us to deduce that
ηG(1/16) < 1. Therefore, if we take a maximal C2-subgroup H = GL13(2).2, then (6)
holds for all x ∈ G of prime order and thus

Q̂(G,H, 3) < ηG(−1 + 3/2− 3/26− 3/24) = ηG(27/104) < ηG(1/16) < 1.

Therefore b(G,H) 6 3 and the proof of the lemma is complete. �

Proposition 3.24. Let G be an almost simple group with socle G0 = PΩε
n(q), where n > 8

is even. Then β(G) 6 3.

Proof. Suppose n is divisible by an odd prime k with n/k > 4. Then by inspecting [7, 31]
we see that G has a maximal C3-subgroup H of type Oεn/k(q

k) and Proposition 3.9 gives

b(G,H) 6 3. Therefore, we may assume that n = 2m or 2k, where m > 3 and k > 5 is a
prime.

If ε = − then G has a maximal C3-subgroup H of type O−n/2(q2) if n = 2m and type

GUn/2(q) if n = 2k with k prime. In both cases, we now apply Proposition 3.9 as before.
Finally, for ε = + we apply Lemmas 3.20, 3.22 and 3.23. �
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By combining Propositions 3.3, 3.4, 3.7 and 3.8 with Corollary 3.5, we conclude that
the proof of Theorem 1 is complete.

4. Soluble groups

In this section we focus on the intersection number of finite soluble groups and we
prove Theorem 3, which can be viewed as a generalisation of [1, Theorem 3.3] on nilpotent
groups.

We begin by recalling a result due to Wolf (see [39, Theorem A]).

Theorem 4.1. Let G be a finite supersoluble group and let V be a faithful completely
reducible G-module. Then there exist x, y ∈ V such that CG(x) ∩ CG(y) = 1.

For abelian groups, this can be strengthened as follows.

Lemma 4.2. Let G be a finite abelian group and let V be a faithful completely reducible
G-module. Then there exists x ∈ V such that CG(x) = 1.

Proof. First decompose V = V1⊕· · ·⊕Vn as a direct sum of irreducible G-modules and set
Fi = EndGVi. Since G is abelian, we have dimFi Vi = 1 and G/CG(Vi) 6 F

×
i . In particular,

CG(Vi) = CG(vi) for every 0 6= vi ∈ Vi. So if we take v = (v1, . . . , vn) ∈ V with vi 6= 0,
then

CG(v) =

n⋂
i=1

CG(vi) =

n⋂
i=1

CG(Vi) = CG(V ) = 1

and the result follows. �

We are now in a position to establish the first bound in Theorem 3. Recall that if G is
a finite group, then λ(G) denotes the chief length of G (that is, the number of factors in
a chief series for G).

Theorem 4.3. If G is a finite soluble group, then α(G) 6 λ(G).

Proof. We prove the theorem by induction on λ(G). Without loss of generality, we may
assume that Frat(G) = 1. Let F be the Fitting subgroup of G, so

F =

n∏
i=1

V di
i

and G = F oH, where the Vi are pairwise non-isomorphic irreducible H-modules and the
di are positive integers. In particular,

λ(G) = λ(H) +
n∑
i=1

di.

We may assume that the indices i are ordered in such a way that Vi is central if and only
if i > r. Since CG(F ) = F, it follows that

Z(G) =
n∏

i=r+1

V di
i .

There exist s =
∑

i>r di maximal subgroups M1, . . . ,Ms of G such that

s⋂
j=1

Mj =

(
r∏
i=1

V di
i

)
oH ∼= G/Z(G),

so it is not restrictive to assume Z(G) = 1 and r = n. Similarly, there exist t =
∑

i(di− 1)
maximal subgroups K1, . . . ,Kt of G with

t⋂
j=1

Kj =

(
n∏
i=1

Vi

)
oH.
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Therefore, we may also assume that di = 1 for i = 1, . . . , n, which means we have reduced
the problem to the case where

G =

(
n∏
i=1

Vi

)
oH and CF (H) = 1. (7)

Let L = Frat(H) and set ` = λ(H/L). By induction, there exist ` maximal subgroups
X1, . . . , X` of H such that L = X1 ∩ · · · ∩ X`. But then Y1 = FX1, . . . , Y` = FX` are
maximal subgroups of G with

FL = Y1 ∩ · · · ∩ Y`.
Assume L 6= 1 and set L1 = L. Since CH(F ) = 1, there exists i1 ∈ {1, . . . , n} such that

L2 = CL1(Vi1) < L1. Notice that L1CH(Vi1)/CH(Vi1) ∼= L1/L2 is a normal subgroup of
H/CH(Vi1), which acts irreducibly on Vi1 , so Clifford Theory implies that Vi1 is a faithful
completely reducible (L1CH(Vi1)/CH(Vi1))-module. If L1/L2 is abelian, then by Lemma
4.2 there exists v1,1 in Vi1 such that CL1(v1,1) = L2. In any case, L1 is nilpotent and
thus Theorem 4.1 implies that there exist two elements v1,1 and v1,2 in Vi1 such that
L2 = CL1(v1,1) ∩ CL1(v1,2). Now set η1 = 1 if L1/L2 is abelian, η1 = 2 otherwise. Then

L1,0 =

∏
i 6=i1

Vi

oH and L1,j =

∏
i 6=i1

Vi

oHv1,j for 1 6 j 6 η1

are maximal subgroups of G and we observe that(⋂̀
i=1

Yi

)
∩

(
η1⋂
i=0

L1,i

)
=

∏
i 6=i1

Vi

o L2.

If L2 6= 1, then there exists i2 6= i1 such that L3 = CL2(Vi2) < L2. Define η2 = 1 if
L2/L3 is abelian, η2 = 2 otherwise. As before, we can find v2,1, v2,η2 in Vi2 such that
L3 = CL2(v2,1) ∩ CL2(v2,η2). Then

L2,0 =

∏
i 6=i2

Vi

oH and L2,j =

∏
i 6=i2

Vi

oHv2,j for 1 6 j 6 η2

are maximal subgroups of G and(⋂̀
i=1

Yi

)
∩

(
η1⋂
i=0

L1,i

)
∩

(
η2⋂
i=0

L2,i

)
=

 ∏
i 6=i1,i2

Vi

o L3.

We repeat this procedure until we have Lk+1 = CLk
(Vik) = 1. In this way, we construct

a subset J = {i1, . . . , ik} of {1, . . . , n} and k +
∑

16i6k ηi maximal subgroups

L1,0, L1,1, L1,η1 , . . . , Lk,0, Lk,1, Lk,ηk

of G such that (⋂̀
i=1

Yi

)
∩

(
η1⋂
i=0

L1,i

)
∩ · · · ∩

(
ηk⋂
i=0

Lk,i

)
=
∏
j /∈J

Vj .

Finally, for each j ∈ {1, . . . , n} \ J , let Rj =
(∏

i 6=j Vi

)
o H. Then Rj is a maximal

subgroup of G and we have(⋂̀
i=1

Yi

)
∩

(
η1⋂
i=0

L1,i

)
∩ · · · ∩

(
ηk⋂
i=0

Lk,i

)
∩

⋂
j /∈J

Rj

 = 1.

Therefore, α(G) 6 `+ n+
∑

16i6k ηi 6 λ(G). �
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Let G be a finite group and let A = H/K be a chief factor of G. Recall that a subgroup
L 6 G is a complement to A in G if G = LH and L∩H = K. We say that A is a Frattini
chief factor if it is contained in the Frattini subgroup of G/K; equivalently, A is abelian
and there is no complement to A in G. Let δ(G) denote the number of non-Frattini factors
in a chief series for G.

The next result completes the proof of Theorem 3.

Theorem 4.4. Let G be a finite soluble group and assume the derived subgroup of G is
nilpotent. Then α(G) 6 δ(G).

Proof. We may assume Frat(G) = 1. Let F be the Fitting subgroup of G and write

F =
n∏
i=1

V di
i

so that G = F oH and H is abelian. Here the Vi are pairwise non-isomorphic irreducible
H-modules and we have

δ(G) = δ(H) +
n∑
i=1

di.

As in the proof of the previous theorem, we may assume that the indices i are ordered so
that Vi is central if and only if i > r. Since CG(F ) = F, it follows that

Z(G) =

n∏
i=r+1

V di
i .

Then by arguing as in the proof of the previous result, we may assume without loss of
generality that Z(G) = 1, r = n and (7) holds.

Let H1 = H and T1 = soc(H1). Since CH(F ) = 1, there exists i1 ∈ {1, . . . , n} such that
CT1(Vi1) < T1. By Lemma 4.2, there exists v1 ∈ Vi1 such that CH(v1) = CH(Vi1). Then

L1,1 =

∏
i 6=i1

Vi

oH and L1,2 =

∏
i 6=i1

Vi

oHv1

are maximal subgroups of G. In addition, for H2 = CH(Vi1) we have

L1,1 ∩ L1,2 =

∏
i 6=i1

Vi

oH2.

Now let T2 = soc(H2), so T2 < T1. If T2 6= 1, then there exists i2 6= i1 such that
CT2(Vi2) < T2. As before, there exists v2 in Vi2 such that CH(v2) = CH(Vi2) and we may
consider the maximal subgroups

L2,1 =

∏
i 6=i2

Vi

oH and L2,2 =

∏
i 6=i2

Vi

oHv2 .

If we set H3 = CH2(Vi2), then

L1,1 ∩ L1,2 ∩ L2,1 ∩ L2,2 =

 ∏
i 6=i1,i2

Vi

oH3.

We now repeat this procedure until we have soc(Hk+1) = 1. This implies that Hk+1 =
1, so in this way we construct a subset J = {i1, . . . , ik} of {1, . . . , n} and 2k maximal
subgroups L1,1, L1,2, . . . , Lk,1, Lk,2 of G such that(

k⋂
i=1

Li,1

)
∩

(
k⋂
i=1

Li,2

)
=
∏
j /∈J

Vj .



24 TIMOTHY C. BURNESS, MARTINO GARONZI, AND ANDREA LUCCHINI

Finally, for each j ∈ {1, . . . , n} \ J , let Rj =
(∏

i 6=j Vi

)
oH. Then each Rj is a maximal

subgroup of G and (
k⋂
i=1

Li,1

)
∩

(
k⋂
i=1

Li,2

)
∩

⋂
j /∈J

Rj

 = 1,

which implies that α(G) 6 n + k. Now |T1| = |soc(H)| is the product of precisely δ(H)
(not necessarily distinct) prime numbers and thus k 6 δ(H) since Ti+1 < Ti for 1 6 i < k.
The result follows. �

5. A general bound

In this final section we prove Theorem 4, which provides a general upper bound on the
intersection number of an arbitrary finite group. We begin by briefly recalling the theory
of crowns, which plays a key role in the proof.

5.1. Crowns. Given groups G and A, we say that A is a G-group if G acts on A via
automorphisms. In addition, G is irreducible if it does not stabilise any nontrivial proper
subgroups of A. Two G-groups A and B are G-isomorphic, denoted by A ∼=G B, if there
exists a group isomorphism ϕ : A→ B such that ϕ(g(a)) = g(ϕ(a)) for all a ∈ A, g ∈ G.

Definition 5.1. Following [29], we say that two irreducible G-groups A and B are G-
equivalent, denoted A ∼G B, if there is an isomorphism Φ : AoG→ BoG such that the
following diagram commutes:

1 −−−−→ A −−−−→ AoG −−−−→ G −−−−→ 1yϕ yΦ

∥∥∥
1 −−−−→ B −−−−→ B oG −−−−→ G −−−−→ 1

Observe that two G-isomorphic G-groups are G-equivalent, and the converse holds if
A and B are abelian. By [29, Proposition 1.4], two chief factors A and B of G are G-
equivalent if and only if

(a) they are G-isomorphic; or

(b) there exists a maximal subgroup H of G such that G/HG has two minimal normal
subgroups N1 and N2 which are G-isomorphic to A and B, respectively (here HG

denotes the core of H in G).

Let L be a monolithic primitive group, so L has a unique minimal normal subgroup A,
which is not contained in the Frattini subgroup Frat(L). Let k be a positive integer and
let Lk be the direct product of k copies of L. The crown-based power of L of size k is the
subgroup Lk of Lk defined by

Lk = {(l1, . . . , lk) ∈ Lk : l1 ≡ · · · ≡ lk modA}.
Equivalently, Lk = Akdiag(Lk), where diag(Lk) = {(l, . . . , l) : l ∈ L} 6 Lk. Note that
the minimal normal subgroups of Lk are all Lk-equivalent.

Remark 5.2. In the setting of finite soluble groups, the notion of a crown-based power
was first introduced by Gaschütz in [26], and it was subsequently extended to all finite
groups by Dalla Volta and Lucchini [22]. For a more detailed exposition of the theory, we
refer the reader to [4, Section 1.3].

Let G be a finite group and recall that a chief factor A = H/K of G is Frattini if
A 6 Frat(G/K). Let δG(A) be the number of non-Frattini chief factors in a chief series
for G which are G-equivalent to A (this does not depend on the choice of chief series). Let

LA =

{
Ao (G/CG(A)) if A is abelian,

G/CG(A) otherwise



FINITE GROUPS, MINIMAL BASES AND THE INTERSECTION NUMBER 25

be the monolithic primitive group associated to A. If A is non-Frattini, then LA is a
homomorphic image of G; more precisely, there exists a normal subgroup N of G such
that G/N ∼= LA and soc(G/N) ∼G A.

Let RG(A) be the intersection of all the normal subgroups N of G with the property
that G/N ∼= LA and soc(G/N) ∼G A. Then G/RG(A) is isomorphic to the crown-based
power (LA)δG(A). The socle IG(A)/RG(A) of G/RG(A) is called the A-crown of G and it
is a direct product of δG(A) minimal normal subgroups that are G-equivalent to A.

Proposition 5.3. Let G be a finite group and let B be the set of non-Frattini chief factors
of G that are G-equivalent to some minimal normal subgroup of G/Frat(G). Then

Frat(G) =
⋂
A∈B

RG(A).

Proof. Let A = H/K be a non-Frattini chief factor of G and set R = RG(A). Let L > K
be a maximal subgroup of G not containing H. Then the core LG is a normal subgroup
of G centralising A and containing R, whence R 6 CG(A).

Next let F ∗(G) be the generalised Fitting subgroup of G. Without loss of generality,
we may assume that Frat(G) = 1, so F ∗(G) = soc(G) and

M :=
⋂
A∈B

RG(A) 6
⋂
A∈B

CG(A) = CG(F ∗(G)) 6 F ∗(G).

Suppose M 6= 1 and let N be a minimal normal subgroup of G contained in M. We
have N ∼G A for some A ∈ B, so [23, Lemma 10] implies that N 66 RG(A). However
N 6M 6 RG(A) by definition, so we have reached a contradiction and thus M = 1. The
result follows. �

5.2. The intersection number. We now turn to the proof of Theorem 4. We need some
preliminary lemmas.

Given a finite group H, a faithful irreducible H-module A and a positive integer t,
consider the semidirect product G = At oH. Let

Der(H,A) = {δ : H → A : (h1h2)δ = (hδ1)h2hδ2 for every h1, h2 ∈ H}
be the set of derivations from H to A. Recall that the map δ 7→ {hhδ : h ∈ H} induces a
bijection from Der(H,A) to the set of complements of A in AoH. For each δ ∈ Der(H,A),
define Cδ = {h ∈ H : hδ = 0} and set

Λ(H,A) =M∪ {Cδ : δ ∈ Der(H,A)},
where M is the set of maximal subgroups of H. Finally, let σ(H,A) be the minimal
cardinality of a family of subgroups in Λ(H,A) with trivial intersection.

Lemma 5.4. Let G = At oH be a finite group as above. Then

(i) α(G) = t+ σ(H,A); and

(ii) α(G) 6 t+ b(H,A), where b(H,A) is the base size of H on A.

As a consequence, α(G) 6 t+ dimEndH(A)A, with α(G) 6 t+ 3 if H is soluble.

Proof. Set α = α(G) and σ = σ(H,A). First we prove that α 6 t + σ. We may write
G = (A1 × · · · ×At) oH, where Ai ∼=H A for every i. For i = 1, . . . , t, set

Mi =

∏
j 6=i

Aj

oH.

Since M1 ∩ · · · ∩Mt−1
∼= AoH, it suffices to show that α(AoH) 6 1 + σ.

By definition of σ, there exist Kj ∈ Λ(H,A) such that K1∩· · ·∩Kσ = 1. By relabelling,
if necessary, we may assume that there exists r 6 σ such that Kj = Cδj for some δj ∈
Der(H,A) if j 6 r, while Kj is a maximal subgroup of H if j > r. Notice that if j 6 r,
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then Yj := {hhδj : h ∈ H} is a complement of A in A oH. On the other hand, if j > r
then Yj := AKj is a maximal subgroup of AoH. It follows that

H ∩ Y1 ∩ · · · ∩ Yσ = K1 ∩ · · · ∩Kσ = 1

and thus α(AoH) 6 1 + σ as required.
Next we show that α > t + σ. Let M1, . . . ,Mα be maximal subgroups of G such that

M1 ∩ · · · ∩Mα = 1. For 1 6 j 6 α, let Bj be the normal subgroup At ∩Mj of G. Note
that if Bj 6= At then At/Bj ∼=G A. Therefore, α > t and we may assume that M1, . . . ,Mt

are maximal supplements of At in G, with

M1 ∩ · · · ∩Mt ∩At = B1 ∩ · · · ∩Bt = 1.

(Recall that a subgroup K of G is a supplement of At if G = AtK.) In particular, note
that {B1, . . . , Bt} is irredundant in the sense that the intersection of any proper subset is
nontrivial.

We claim that M1 ∩ · · · ∩ Mt is a complement of At in G. To do this, we will use
induction on i to show that Xi := M1 ∩ · · · ∩ Mi is a supplement of At in G for all
1 6 i 6 t. Assume this for some i < t and let Ci = B1 ∩ · · · ∩ Bi. Since Bi+1 is a
maximal G-subgroup of At and {B1, . . . , Bt} is irredundant, it follows that CiBi+1 = At.
Now let h ∈ H. Since AtXi = G = AtMi+1, there exist a1, a2 ∈ At such that a1h ∈ Xi

and a2h ∈ Mi+1. Moreover there exist c ∈ Ci and b ∈ Bi+1 such that a1a
−1
2 = bc−1.

Hence (ca1)h = (ba2)h ∈ Xi ∩ Mi+1 = Xi+1 and we deduce that G = AtXi+1. This
justifies the claim. For the remainder, without any loss of generality, we may assume that
M1 ∩ · · · ∩Mt = H.

Now assume j > t. Then either

(a) Mj = AtKj with Kj a maximal subgroup of H; or

(b) Bj = At ∩Mj
∼=H At−1.

Note that if (a) holds, then H ∩Mj = Kj . On the other hand, if (b) holds then there
exists a group Dj

∼=H A and a derivation δj ∈ Der(H,Dj) such that At ∼=H Bj ×Dj and

Mj = Bj{hhδj : h ∈ H}, so Kj = H ∩Mj = Cδj .
We conclude that

1 = H ∩Mt+1 ∩ · · · ∩Mα = Kt+1 ∩ · · · ∩Kα

and therefore α− t > σ as required.
Finally, set b = b(H,A). Then there exist a1, . . . , ab ∈ A such that H,Ha1 , . . . ,Hab are

maximal subgroups of AoH and

H ∩Ha1 ∩ · · · ∩Hab = CH(a1) ∩ · · · ∩ CH(ab) = 1,

hence α(A o H) 6 b + 1. As noted above, α 6 t − 1 + α(A o H), thus α 6 t + b.
Clearly b 6 dimEndH(A)A, while [38, Theorem 1.1] gives b 6 3 if H is soluble. The result
follows. �

Lemma 5.5. Let G be a finite group and let A = H/K be a non-Frattini abelian chief
factor of G. Then

α(G/RG(A)) 6 δG(A) + dimEndG(A)A.

Moreover, if G/CG(A) is soluble, then

α(G/RG(A)) 6 δG(A) + 3.

Proof. Let δ = δG(A). There exists an irreducible subgroup J 6 GL(A) such that

G/RG(A) ∼= (A1 × · · · ×Aδ) o J,

where Ai ∼=J A for every i. The conclusion follows from Lemma 5.4. �
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Lemma 5.6. Let G be a finite group and let A = H/K be a non-abelian chief factor of
G. Then

α(G/RG(A)) 6 max{4, δG(A)}+

⌊
3nA − 1

2

⌋
,

where nA is the number of composition factors of A.

Proof. Let δ = δG(A) and L = LA. We have to bound α(G/RG(A)) = α(Lδ).
Write N = soc(L) ∼= T1×· · ·×Tn ∼= A, where each Ti is isomorphic to a fixed non-abelian

simple group T . Let ψ be the map from NL(T1) to Aut(T ) induced by the conjugacy
action on T1. Set H = ψ(NL(T1)) and note that H is an almost simple group with socle
T = Inn(T ) = ψ(T1). Let R = {r1, . . . , rn} be a right transversal of NL(T1) in L. Then
the homomorphism φR : L→ H o Sn given by

l 7→ (ψ(r1lr
−1
1πl

), . . . , ψ(rnlr
−1
nπl

))πl

is injective, where πl ∈ Sn satisfies rilr
−1
iπl
∈ NL(T1) for all i and all l ∈ L. Therefore,

we may identify L with its image in H o Sn. Under this identification, N is contained in
the base subgroup Hn, while Ti is a subgroup of the i-th component of Hn. Note that
J = {πl : l ∈ L} is a transitive subgroup of Sn.

First assume δ > 2. For each 2 6 i 6 δ, let Mi = {(l1, . . . , lδ) ∈ Lδ : li = l1}. Then
M2, . . . ,Mδ are maximal subgroups of Lδ with

X := M2 ∩ · · · ∩Mδ = diag(Lδ) = {(l, . . . , l) : l ∈ L} ∼= L.

Since every non-abelian finite simple group is 2-generated, we may choose a, b ∈ T such
that T = 〈a, b〉. Set α = (a, . . . , a), β = (b, . . . , b) in N = Tn and consider

Yα = {(l, lα, l3, . . . , lδ) : l, l3, . . . , lδ ∈ L},

Yβ = {(l, lβ, l3, . . . , lδ) : l, l3, . . . , lδ ∈ L}.

Notice that

X ∩ Yα ∩ Yβ = {(y, . . . , y) : y ∈ CL(α, β)}.
Let B = {l ∈ L : πl = 1} and let (x1, . . . , xn) ∈ CB(α, β). Then

xi ∈ CAut(T )(a) ∩ CAut(T )(b) = CAut(T )(T ) = 1

for all i, so X ∩ Yα ∩ Yβ ∩ diag(Bδ) = 1 and thus X ∩ Yα ∩ Yβ is isomorphic to a subgroup
of J 6 Sn. By the main theorem of [20], we have `(J) 6 b(3n − 1)/2c − 1, where `(J)
denotes the maximal length of a chain of subgroups in J (with proper inclusions). Since
Frat(Lδ) = 1, it follows that α(Lδ) 6 δ + b(3n− 1)/2c.

To complete the proof, we may assume that δ = 1. Let M be a maximal subgroup of
H such that H = MT , so MH = 1. The intersection L ∩ (M o J) is a maximal subgroup
of L (see [4, Proposition 1.1.44]), so by applying Theorem 1 we deduce that there exist
maximal subgroups M1,M2,M3,M4 of G of product type with

M1 ∩M2 ∩M3 ∩M4 ∩Hn = 1.

If we set Y = M1∩M2∩M3∩M4, then `(Y ) 6 b(3n−1)/2c−1 as before and we conclude
that α(L) 6 4 + b(3n− 1)/2c. �

Proof of Theorem 4. Let G be a finite group. Let Bab (respectively Bnonab) be the set
of non-Frattini chief factors of G that are G-equivalent to some abelian (respectively,
non-abelian) minimal normal subgroup of G/Frat(G). Then by Proposition 5.3,

α(G) 6
∑

A∈Bab∪Bnonab

α(G/RG(A))

and thus the conclusion follows by combining Lemmas 5.5 and 5.6. �
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[38] Á. Seress, The minimal base size of primitive solvable permutation groups, J. London Math. Soc. 53
(1996), 243–255.

[39] T.R. Wolf, Large orbits of supersolvable linear groups, J. Algebra 215 (1999), 235–247.

T.C. Burness, School of Mathematics, University of Bristol, Bristol BS8 1UG, UK
Email address: t.burness@bristol.ac.uk
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